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Abstract 

An aeroelastic phenomenon, known as blade sailing, encountered during maritime op­

eration of helicopters is identified as being a factor that limits the tactical flexibility of 

helicopter operation in some sea conditions. The hazards associated with this phenomenon 

and its complexity, owing to the number of factors contributing to its occurrence, led previ­

ous investigators to conclude that advanced and validated simulation tools are best suited 

to investigate it. A research gap is identified in terms of scaled experimental investigation 

of this phenomenon and practical engineering solutions to alleviate its negative impact 

on maritime helicopter operation. The feasibility of a proposed strategy to alleviate it 

required addressing a gap in modelling thin-walled composite active beams/rotor blades. 

The modelling is performed by extending a mathematically-consistent and asymptotic re­

duction strategy of the 3-D elastic problem to account for embedded active materials. The 

derived active cross-sectional theory is validated using 2-D finite element results for closed 

and open cross-sections. The geometrically-exact intrinsic formulation of active maritime 

rotor systems is demonstrated to yield compact and symbolic governing equations. The 

intrinsic feature is shown to allow a classical and proven solution scheme to be success­

fully applied to obtain time history solutions. A Proude-scaled experimental rotor was 

designed, built, and tested in a scaled ship airwake environment and representative ship 

motion. Based on experimental and simulations data, conclusions are drawn regarding the 

influence of the maritime operation environment and the rotor operation parameters on 

the blade sailing phenomenon. The experimental data is also used to successfully validate 

the developed simulation tools. The feasibility of an open-loop control strategy based on 

the integral active twist concept to counter blade sailing is established in a Mach-scaled 

maritime operation environment. Recommendations are proposed to improve the strategy 

and further establish its validity in a full-scale maritime operation environment. 
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Chapter 1 

Introduction 

1.1 Overview of Chapter 1 

A brief overview of the hazards associated with operating helicopters from ship decks is 

presented. A specific problem, known as the Blade Sailing Phenomenon, that occurs during 

the engagement and the disengagement phase is highlighted. Past and recent investigations 

of this phenomenon and the factors contributing to its occurrence are reviewed in addition 

to the limited research devoted to its reduction/control. Finally, a high level overview of 

the present research is presented. 

1.2 Maritime Helicopter Operation 

1.2.1 Overview of Hazards and Challenges 

The unique flight capabilities of helicopters, unattainable with fixed-wing aircraft, offer ad­

vantages in terms of maritime operation. However, maritime helicopter operation involves 

challenges and hazards that are not normally encountered in land-based operations. These 

challenges stem largely from the unusual aerodynamic environment present over the ship 
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deck due to the interaction of the free stream airflow over the ocean with the ship bluff 

body sharp edges and superstructures like the hangar and the towers. This is depicted in 

Fig. 1.1, where the flight deck of the helicopter is highlighted to show the complexity of 

its structural environment. 

Figure 1.1; Formation of Canadian Navy ships with the helicopter flight decks 
highlighted [Courtesy of the Canadian Navy]. 

Additionally, rough sea states, like the one shown in Fig 1.2, cause significant ship mo­

tion and add another dimension to the hazards of shipborne helicopter operation through 

influencing the airwake over the ship deck and generating inertial forces on the helicopter 

and other support systems prior to it being secured, rotor blades folded, and traversed to 

the hangar. The aforementioned hazards coupled with poor visibility and adverse climatic 

conditions associated with rough weather and sea states may render the most skilled heli­

copter pilots, the support crew, and the infrastructure powerless against accidents. Other 

factors, like sea water, may also play a role in damaging subsystems essential for safe 

maritime operation of helicopters. An example of a typical Sea King helicopter operation 
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by the Canadian Navy is shown in Fig. 1.3, where the complexity of the operation can be 

qualitatively seen. 

Figure 1.2: Heavy seas encountered by a navy ship [Courtesy of the Canadian Navy]. 

(a) (b) 

Figure 1.3: Typical maritime operation of a Sea King helicopter by the Canadian 
Navy [Courtesy of the Canadian Navy/Airforce]. 

Given the operational hazards, Safe Helicopter Operating Limits (SHOLs) are estab­

lished by specialists using a combination of field experiments, analytical models, and quan­

titative assessment. These SHOLs are usually functions of relative wind speed and direc­

tion, which indicate the severity of the aerodynamic environment and often the sea state. 
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Hypothetical SHOLs for a shipborne helicopter operation are shown in Fig. 1.4, where the 

radial and the azimuthal coordinates represent wind speed and direction respectively. The 

shaded region represents safe shipborne helicopter operation points. It is clear from this 

illustration that the safe zone available for operation can be quite limited. 

Wind Direction [deg] 
0 

270 

180 

Figure 1.4: Hypothetical SHOLs for shipborne helicopter operation. Safe operation 
points are shaded. 

These restrictions set limits on the tactical flexibility of the helicopter and impede 

its availability in emergencies including sea rescue and relief operations. Expanding the 

SHOLs to include more operational points using certain control strategies is certainly an 

attractive idea. However, the cost-effectiveness and feasibility of any such strategy must 

also be evaluated. 

1.2.2 Overview of Helicopter Ship Dynamic Interface 

As depicted in Fig. 1.5, Helicopter Ship Dynamic Interface (HSDI) encompasses all phases 

and aspects of Helicopter Ship Operation (HSO), that are summarized in Fig. 1.5, and 

include predicting the forces acting on the helicopter and the supporting systems for in­

vestigating components' fatigue life and failure [1], storm lashing (securing the helicopter 
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during sea transport in storms) [2], on-deck stability, and even ergonomic factors concern­

ing the crews and helicopter landing/take-off/securing aids [3, 4]. In summary, in addition 

to the important factors contributed by the ship airwake and motion mentioned earlier, 

HSDI is a broad multidisciplinary field that spans many engineering disciplines includ­

ing mechanical, aerospace, electrical, and human factors [5, 6]. Obviously, providing a 

comprehensive survey of HSDI is a challenging task that is beyond the scope of this brief 

overview. 

Figure 1.5: Phases of a typical helicopter ship operation [Photos courtesy of the 
Canadian Air Force]. 

Validated tools developed for HSDI are used to predict and generate SHOLs for envi­

sioned HSO, which sometimes can be the only means available due to the difficulties, if not 

the impossibilities, associated with conducting actual field experiments. With the advent 

of advanced computational tools, generating SHOLs based solely on validated simulation 

packages has become more reliable [7, 8, 9]. 

One of the critical phases of HSO is the rotor system engage and disengage prior to 
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take-off or upon landing. During this phase, large rotor blade elastic deflections and bend­

ing moments may occur. The phenomenon is considered a major limiting factor in HSO 

that negatively impacts the SHOLs, which limits the tactical flexibility of maritime opera­

tion of helicopters [10]. Investigation, characterization, and reduction of this phenomenon 

becomes paramount since helicopter take-off and recovery is an unavoidable part of HSO. 

1.2.3 Aeroelastic Response of Rotor Systems During Engage­

ment and Disengagement Operational Phases (The Blade 

Sailing Phenomenon) 

The phenomenon of large tip deflection/root bending moment of rotor blades during rotor 

engage and disengage operations on ship decks is known as the Blade Sailing Phenomenon 

(BSP), as shown in Fig. 1.6 

| Large Upward Deflections | 

Figure 1.6: Examples of the BSP [10]. 

The major factors contributing to the occurrence of the BSP can be summarized as 
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follows: 

1. Blade Centrifugal Stiffening: Unlike their fixed-wing counterparts, helicopters rely 

on the inertial centrifugal force to stiffen their rotor blades. Therefore, during the 

early/late stages of the rotor system rotational acceleration/decelaration the blades 

are relatively very flexible and large elastic deflections can be induced with relatively 

low external loading. This design characteristic is more profound for modern rotor 

blades that are made exclusively of composite materials. 

2. Ship Airwake: The unusual airflow that is present over the flight deck is a major 

contributing factor to the BSP as alluded to above. The ship hull and its super­

structures can create a complex flow field that gives rise to an unusual loading of 

the rotor disc. Examples of complex flow fields over ship decks are shown in Fig. 1.7 

based on a computational model and an experimental study. 

3. Ship Motion: Ship motion in any of its six degrees of freedom (6-DOF): roll, pitch, 

yaw, surge, sway, and heave (identified in Fig. 1.8) will influence the airwake over 

the flight deck in general. Additionally, inertial forces generated by ship motion in 

heavy seas will also influence the behaviour of the rotor blades. 

4. Rotor System Articulation: The two most common types of rotor system hub design 

are the articulated and the hingeless ones. The articulated design, like the one 

shown in Fig. 1.9, seeks to prevent the flap (transverse vertical blade motion) and 

the lead-lag (transverse edgewise blade motion) moments from being transferred to 

the helicopter. Consequently, at low rotational speeds blade limiters in the flap 

degree of freedom, and sometimes in the lead-lag one, are needed to restrict the rigid 

body motion of the rotor blade about its hinges. These limiters are retracted when 

a certain rotational speed is reached (corresponding to sufficient centrifugal blade 

stiffening). Modern hingeless rotor blades like the one shown in Fig. 1.10 do not 
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require these limiters since they employ strong elastomeric dampers at their root. 

The type of rotor system and its design affect mostly how the BSP manifests itself. 

For articulated rotor blades (including the Sea King maritime helicopter currently 

used by the Canadian Navy), larger transverse deflections compared to hingeless 

rotors are observed due to the blade cuff striking the deployed droop /flap stops as in 

Fig. 1.6. For modern hingeless rotors, larger root bending moments are transmitted 

to the hub and they are expected to be severe. 

The BSP is an aeroelastic phenomenon that is overwhelmingly undesirable from every point 

of view [10, 11]. The negative impact on the HSO and its SHOLs can be summarized as 

follows: 

1. The large downward tip deflections can be severe enough to cause an impact between 

the blade tip and the helicopter fuselage or tail. This is the reason for referring to 

the BSP in the U.S. Navy as tunnel/boom strike. More dangerously, the blades can 

strike the support crew during the securing procedure shown in Fig. 1.5 and fatalities 

have been reported [12]. 

2. The large bending moments transmitted to the hub for hingeless blades (large trans­

verse forces for articulated blades) can severely fatigue the components reducing 

their service life, or lead to in-flight accidents due to component failure. 

3. The aforementioned perils of the BSP can limit the tactical flexibility of the heli­

copter, and in some instances prevent its deployment when it is urgently needed. 

The highest environment of concern for the BSP to occur is when operating helicopters 

from ship decks, but there are reported blade sailing accidents for helicopters operating 

from offshore oil rigs as well [13]. With the foreseen increase in offshore helicopter opera­

tions, the BSP is expected to continue to be of a major concern in the future. Furthermore, 
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Figure 1.7: (a) Computational airwake using FLUENT 6.1 CFD [2], (b) Experimental 
airwake visualization over -20° ship deck. 

there are reported tunnel strikes even for land operation of some helicopters like the Boe­

ing 107 [14], the land version of the maritime Boeing H-46 helicopter that has experienced 

many documented cases of tunnel strikes [14, 15, 16]. 
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Heave 

Surgi 

Sway 

Figure 1.8: Six ship motion degrees of freedom (DOF). 

| Lead-Lag Damper"| | Flap & Lead-Lag Hinge Rotor Blade 

Pitch Horn Link | | Droop Stops/Limiters | 

Figure 1.9: Sikorsky H-19 fully articulated rotor head with important components 
highlighted [Courtesy of Sikorsky/United Technology Company]. 

1.3 Review of Experimental Investigations and Mod­

elling Techniques of the BSP 

Experimental investigations in this review are categorized as those that attempted to study 

and reproduce the BSP in the laboratory using wind tunnels or in the field. As can be 

deduced from above, modelling and simulating the BSP depends directly on advances 
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Figure 1.10s Eurocopter 135 hingeless rotor head [Courtesy of Eurocopter]. 

made in many research areas that can be grouped into three principal categories: 

o accurate modelling of the ship airwake and its dependance on the ship superstruc­

tures and motion. 

o high fidelity modelling of the helicopter rotor system, its aerodynamic loading, and 

its operating parameters; and 

o adopting a representative ship motion during take-off and landing of the helicopter. 

Firstly, early investigations into the BSP are discussed. These investigations are typi­

cally characterized by over-simplifying assumptions regarding the research categories men­

tioned above. Therefore, the simulation models utilized in these investigations do not nec­

essarily reflect the state-of-the-art in HSDI. Another characterizing feature of these studies 

is their emphasis on evaluating the potential for occurrence of the BSP for new maritime 

helicopters and obtaining the order of magnitude of the HSDI parameters corresponding 

to when it occurs (if applicable). 

Secondly, the more recent investigations into the BSP are reviewed with advances made 

in the identified research categories enumerated above being highlighted more thoroughly. 

Thirdly, experimental investigations of the BSP or any of its aspects are reviewed. 
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1.3.1 Early Investigations 

A thorough review of the early investigations into the BSP was presented by Keller [17] and 

a brief summary of this review is presented herein. The earliest research into the BSP was 

conducted for the Westland Whirlwind and the Wasp [18] helicopters. The assumed mode 

shapes method was used to model the elastic behaviour of the blades that were assumed 

to be in contact with the droop stops and rotating with constant low angular velocity. 

Typically, only the first elastic mode of a cantilevered beam was used in the analysis. 

Simple deterministic wind flows over the rotor disc were used to simulate the ship airwake 

and no stall or other nonlinear effects were considered in calculating the airloads. The 

simulations used the three illustrated in Fig. 1.11 simple deterministic models to represent 

the ship airwake. It was found that the airwake model plays an important role in producing 

large transverse blade deflections. The investigation demonstrated the susceptibility of 

articulated rotor blades to the BSP when the more realistic constant and step airwake 

models are used. 

[Tree Stream"! 

Figure 1.11: Early deterministic models of ship airwake [17]. 

Subsequently, similar numerical studies were performed for the composite blades of the 

Sea King and the Lynx helicopters [19, 20] that further confirmed the relevance of the 

BSP for the articulated and the hingeless rotor systems. The studies also demonstrated 
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the importance of higher order elastic modes in better predicting and characterizing the 

BSP. Research into the BSP at the Boeing Company was spurred by the documented H-46 

tunnel strike [21] that severely damaged the aircraft, where the BSP was estimated to have 

occurred in the range of 10% to 20% of maximum RPM of the rotor system. As in earlier 

investigations, simple analytical tools were employed in the analysis. 

Documented analytical investigations of the BSP in Russia were motivated by similar 

concerns as those in North America and the U.K. Additionally, the danger of blade tip 

contacts found in coaxial rotor systems, like the one shown in Fig. 1.12, that characterize 

several Russian-made helicopters [22] presents additional manifestation of the BSP. 

Figure 1.12: Kamov Ka-29TB coaxial rotor head [Courtesy of Kamov Helicopters]. 

1.3.2 Recent Investigations 

Recent investigations into the BSP that started in the early 1990s, like other engineering 

disciplines that demand high fidelity simulations, utilized the rapid increase in computa­

tional power to better predict and characterize the BSP. Moreover, experimental inves­

tigation in wind tunnels became indispensable in order to validate simulation tools and 
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results. An overview of these recent research efforts will be presented focusing on the 

identified principal research categories. 

Ship Airwake 

References [23, 24] have presented a comprehensive overview of ship airwake modelling and 

simulation for helicopter operation and this overview is summarized herein as it pertains to 

the goals of this research. Advances made in this niche of the BSP research are obviously 

coupled to those made in computational and experimental fluid dynamics; therefore, only 

research that directly focuses on the ship airwake will be considered. 

The numerous technical challenges in modelling and predicting the ship airwake were 

alluded to earlier. In summary, accurate representation of the complex ship geometry and 

its superstructure is required. In addition, the motion of a flight deck due to ship speed 

and sea state must be taken into consideration. The effect of the atmospheric boundary 

layer and turbulence must also be taken into account. All of these factors combined result 

in a low Mach number flow that is 3-D, unsteady, separated, vortical, and turbulent with 

massive regions of flow separation and shedding of strong turbulent coherent structures. 

Further complicating the airwake, is the interaction of the flow field with the rotor disc of 

the helicopter and its fuselage. 

Newman conducted early experimental investigations of the ship airwake that gave 

initial invaluable insight and yielded simple, yet representative, models [25, 26, 27]. The 

experimental work was unique in terms of measuring the airwake flow field for a full-scale 

Rover Class Royal Navy ship and its 1/120th model-scale. The experiment was conducted 

using golf ball and propeller anemometers for wind speeds ranging from 15 to 30 [kn] for 

the full-scale ship. Measurements of the wind tunnel airwake velocity (in three directions) 

component were conducted with a laser Doppler anemometer at 75% blade radius. Good 

correlation was found between the wind tunnel data for the model-scale and the full-scale 
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ship in terms of the mean velocity flow field. One of the important results yielded by this 

investigation is the adequacy of simple analytical models of the airwake over the rotor 

disc for preliminary investigation of the BSP. The most realistic and widely used model is 

shown in Fig. 1.13 

Vwlnd 

y •* 

F r e e S t r e a m | Linear Deterministic 
Airwake 

KVW 

Rotor Disc (Top View) 

\ 
Rotor Disc 

4s?_ 

1 Ship Deck] / V ^ 

Ship Frame 

X 
•+-Y 

Figure 1.13: Linear deterministic model of the ship airwake. 

The governing equations of this semi-empirical model can be summarized as 

V, = 

K 

Vz 

'wind COSytpwind) 

'wind Sm\Ywind) 

K ^wind % Sill P ~ ("2" - 4>wind) 

(1.1) 

(1.2) 

(1.3) 

where as defined in Fig. 1.13, x is the normalized radial direction along the rotor blade; 

K is known as the gust factor that determines the fraction of the free stream velocity 

transferred to the vertical component; P is the blade azimuthal angle (in rad); VWind is the 
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magnitude of the wind velocity; tpWind is the wind angle relative to the longitudinal axis of 

ship deck frame; and Vx, Vy, and Vz are the three orthogonal airwake velocity components 

in the ship deck frame. 

A three dimensional view of the vertical velocity component due to the linear deter­

ministic model is shown in Fig. 1.14 

Figure 1.14: Normalized vertical velocity of the linear deterministic model of a ship 
airwake over the rotor disk. 

Investigators still employ this linear deterministic model of the airwake to draw con­

clusions about the suitability of certain models to study the BSP [11, 28, 29] or study 

strategies to attenuate it [17, 30]. 

Experimental measurements of the ship airwake for various ships have been performed. 

These investigations included full-scale ship tests [31, 32, 33] and scaled-ship wind tunnel 

tests [32, 33, 34, 35, 36] with some of these tests focusing on frigates operated by the Cana­

dian Navy [37, 38, 39]. Mostly, the aforementioned studies have focused on characterizing 

and modelling the steady-state flow topologies; however, experimental ship airwake studies 

have also focused on measuring the oscillating parts of the flow field [40, 41, 42]. Recently, 

a mathematical model of the ship airwake that gives the steady-state and the spatially 

and temporally correlated turbulence component has been developed and validated by a 
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member of the Applied Dynamics Group at Carleton University (A. S. Wall) based on 

experimental measurements of the flow field over l/120th-scaled ship deck at discrete roll 

angles ranging from —20° to 20° [43]. The model is valid for purely beam winds with no 

rotor disc effects on the airwake coupled with the assumption that the ship is long enough 

in the axial direction, which renders the axial flow component to be zero; nevertheless, 

the model validity, comprehensiveness, and compactness make it versatile enough to ac­

commodate ship motion (mainly due to roll) as shall be demonstrated subsequently. The 

2-D flow field contours of the normalized transverse velocity components of the model are 

shown in Fig. 1.15 for two different deck roll angles. 

Scaled Vertical Velocity Component, 
-5° Deck Roll Angle 

Scaled Vertical Velocity Component, 
20° Deck Roll Angle 

Distance Along Sea Level [m] Distance Along Sea Level [m] 

Scaled Horizontal Velocity Component, 
-5° Deck Roll Angle 

<p 10 

0) e 
_ l 
(0 * 
o> 

V> ' 

5 * 
o . 
< 

\ 

v -' 
o * -

- o * 
• W 0 3 

Wind Direction \ Scaled Ship Deck 

O) -» 
Distance Along Sea Level [m] 

Scaled Horizontal Velocity Component, 
20° Deck Roll Angle 

Distance Along Sea Level [m] 

Figure 1.15: Sample l/120th scaled transverse velocity contours of the experimental 
airwake model at —5° and 20° deck roll angle [44]. 

Experiments have also been conducted to examine the influence of the rotor disc on the 
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helicopter airwake [45, 46, 47] where the primary purpose of these studies was to examine 

the effect of the airwake on the produced rotor thrust and hence the pilot workload. Since 

the BSP occurs at low rotor speeds, the rotor inflow and its influence on the ship airwake 

has been traditionally assumed to be negligible, which will be the case in this investigation. 

Computational airwake investigations using validated CFD tools are becoming more 

attractive due to increases in computational power and sophistication of current turbulence 

models. Additionally, CFD simulations can significantly reduce the cost of HSDI analysis 

by reducing the number of expensive and time-consuming experiments in the field and in 

wind tunnels. Most recently, the work at Pennsylvania State University [23, 48, 49] and 

the work at the University of Liverpool [7] have demonstrated the viability of establishing 

SHOLs using CFD simulations of the ship airwake. Ship airwake from CFD simulations 

was used in the investigations of References [17, 50], which demonstrated the dependence 

of the severity of the BSP on the helicopter ship deck location. 

Rotor System Modelling and Aerodynamic Loadings 

This category of blade sailing investigation, in turn, depends on advances made in three 

broad mechanical and aerospace engineering fields, which are flexible multibody dynamics, 

computational elastodynamics, and quasi-steady/unsteady 2-D thin airfoil theory; there­

fore, the review presented herein is tailored primarily for the BSP research. 

As mentioned above, earlier models of the rotor system in BSP research assumed a 

limited number of cantilevered beam flap modes that physically represent the articulated 

rotor blades in contact with the droop /flap stops. Newman [26, 25, 51, 11] built upon these 

earlier investigations by including up to four elastic flap-wise mode shapes in addition to 

the rigid body mode about the flap hinge. Employing modal analysis for the rotor blades 

implies linear beam theory that assumes small to moderate geometric deflections, which 

was argued to introduce an acceptable level of error in the predicted deflections. Further-
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more, the first fundamental elastic torsional mode was also included and the droop/flap 

stops were modelled as high rate linear springs at the blade root. The fourth-order Runge-

Kutta time integration scheme was used to generate the time history of the blade response 

by integrating the modal equations. Further improvements of the model were in terms 

of the calculation of the blade structural response and the inclusion of more blade stop 

types [30]. The quasi-steady thin airfoil theory coupled with Kirchoff's trailing edge stall 

model was used to calculate the aerodynamic loading along the blade lifting lines. 

Geyer and Smith used a finite element based modelling approach that built on the 

work of Newman [52, 28] with eigenvalue analysis to determine the mode shapes and cor­

responding natural frequencies. Hinged and cantilevered mode shapes were interchanged 

depending on whether the blade is in contact with the flap limiters or not. As in Newman's 

work, the fourth-order Runge-Kutta method was used to obtain the transient response of 

the blade. The torsional elastic mode was found to be of little importance in investigat­

ing the BSP. Subsequently, Keller [53, 17] improved on the structural model of the rotor 

blade used by Geyer by employing the rotating beam theory of Reference [54] and Hermi-

tian polynomials as interpolation functions while retaining the modal swapping technique. 

High stiffness torsional springs with logical switches were used to simulate blade impact 

with the blade limiters. Bossak-Newmark time integration was used to integrate the modal 

space equations and obtain the transient response of the blade. Both studies examined the 

effect of quasi-steady and unsteady aerodynamic forces on the BSP and concluded that 

the former is sufficient for reliable analysis and predictions. 

Bottasso and Bauchau [29] demonstrated that the capabilities of simulating the BSP do 

not require the derivation of new equations of motion and the construction of new models 

that must be validated. Indeed, the problem can be approached from the paradigm of 

finite element flexible multibody dynamics where a library of carefully validated elements 

can be used to construct a virtual model of the rotor system. This flexible approach, 
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which is embodied in the flexible finite element multibody software DYMORE [55], allows 

for complex system topologies that can be used reliably for engineering analysis. Fur­

thermore, the contact problem between the blade and the flap limiters was carefully and 

comprehensively analyzed in this investigation. The integration scheme is based on the 

time-discontinuous Galerkin method that guarantees absolute numerical stability. The 

aerodynamic loads were calculated based on Peters finite state model for 2-D thin airfoil 

theory [56]. 

The investigation by Kang, He, and Carico [50] used FLIGHTLAB, a comprehensive 

flight analysis code, to simulate shipboard rotor engagement and disengagement. The 

investigation used nonlinear rotational springs and dampers to model the flap and the 

lead-lag limiters. More importantly, the landing gear and its interactions with the flight 

deck were also modelled to examine the effect of the BSP on the helicopter-deck securing, 

which was shown to have an appreciable effect. The elastic blades were still modelled 

using the modal approach with rigid body flap and lead-lag modes in addition to three 

elastic modes for coupled blade flap and lead-lag bending. Blade deformation in torsion 

and along the blade axis were neglected. The nonlinear transient response analysis is per­

formed using the the Newmark-Beta method extended by the Hilber-Hughes-Taylor (HHT) 

method. The investigation utilized the extensive capabilities and options of FLIGHTLAB 

to calculate the airloads on the whole helicopter including the rotor system. 

Representative Ship Motion 

This contributing factor to the BSP has received less attention than the other factors. 

Apart from the limited effect of ship roll examined in [25, 52, 28], the only investigation 

that examined all six degrees of freedom of representative ship motion is reported in Ref­

erence [50]. The investigation concluded that ship dynamic motion significantly affects 

helicopter shipboard engage operations. Ship dynamic motion tends to increase the blade 
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transient response during engage operations. It also indicated that a fully coupled heli­

copter/ship model is required for an accurate modelling of the helicopter shipboard engage 

and disengage operations. 

Experimental Investigation 

Full-scale experiments were performed to establish the susceptibility of developed rotor 

systems to the BSP [15, 57]. Model-scale experiments in wind tunnels are limited to those 

done by Newman [51] using a teetering, semi-rigid, gimballed rotor system and they were 

used by Newman and other investigators [52, 17] primarily to validate developed simula­

tion tools. 

A series of experimental drop tests were performed by Keller and Smith [58] to vali­

date the modelling of the blade-limiters impact problem. Apart from these experiments, 

no experimental investigations of the BSP have been reported in the engineering litera­

ture. The primary reason may be attributed to the costs of these experiments stemming 

from the required sophistication and wind tunnel time while for full-scale experiments the 

prohibitive reasons were alluded to above. 

1.4 Review of Control and Attenuation Strategies 

Research into attenuating and reducing the impact of the BSP on the SHOLs of shipborne 

helicopters has been limited. This is not surprising considering the complexity of this 

aeroelastic phenomenon owing to the multitude of factors contributing to it as explained 

above. Furthermore, any devised control strategy must take into account its nonlinear 

transient nature. The most notable attempt was performed by Keller [53, 17] where three 

passive control strategies for the rotor system of the H-46 helicopter were studied. The 

first strategy examined increasing the collective pitch of the blades during the engage and 
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disengage operation, in an attempt to transfer some of the high blade lead-lag stiffness to 

the flap stiffness. However, this increased the aerodynamic loads, which further increased 

the blade tip deflections in most cases, rendering this approach infeasible. The second 

strategy considered increasing the flap damper as multiples of the lead-lag damper, but 

given the small clearance in the flap hinge between the flap and the droop stops (in the 

order of 2°), the blade total mechanical energy was not sufficiently dissipated to prevent 

the BSP. The third strategy considered adding deployable leading edge spoilers along the 

blade to decrease the lift and enhance the drag, hence reducing the blade flapping and 

consequently alleviating the BSP. The latter strategy was found to be the most successful 

among the strategies considered in reducing the BSP for all high wind speeds and direc­

tions relative to the rotor disc. The drawbacks of this approach revolve around the physical 

modifications that need to be added to the blade design such as the mechanical controls 

along-the-spar and the spoilers themselves. Additionally, the large aerodynamic forces 

experienced by these spoilers would increase the amount of servicing the blades require. 

The research in Reference [17] also investigated mechanical control of the swash plate 

to reduce the BSP for a gimballed rotor. This research yielded significant insight into the 

required aspects of a feasible controller and the challenges one faces when devising one. 

Most recently, the work in Reference [30] considered the use of a trailing edge flap like the 

one shown in Fig. 1.16 for the reduction of the BSP. Results presented show significant 

reductions in the blade tip deflection and the structural bending moment (for a stiff blade) 

if the trailing edge flap is operated in opposition to the blade tip deflection velocity. The 

optimum location of the trailing edge flap was determined to be the farthest outboard 

possible and with the largest possible flap deflection during the critical phases of the rotor 

engagement/disengagement (50% of the rotor nominal RPM). 
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Figure 1.16: Trailing edge concept for vibration and noise reduction [Courtesy of the 
Boeing Company]. 

1.5 Overview of Present Research 

The existing literature points clearly to the need to devise feasible control strategies to 

counter the BSP more effectively. This further demands the need to develop reliable 

simulation tools to conduct a correct assessment of these strategies. Moreover, a gap in the 

engineering literature regarding further experimental investigation of the BSP is identified 

along with the need for additional experimental data to validate developed simulation tools 

of HSO. The present research addresses these important needs and gaps. The presentation 

of this research is summarized in Fig. 1.17 where three broad research steps are defined: 

1. Modelling and Simulation: State-of-the-art simulation tools are developed and indi­

vidually validated to provide the capabilities to comprehensively model active rotor 

systems and assess a proposed control strategy to counter/reduce the BSP. 

2. Experiment Design and Model Validation: The design evolution of a l/12 t h Froude-
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scale experiment to validate the overall model is presented. Conclusions are also 

presented regarding the investigation of the BSP in wind tunnels. 

3. Feasibility of the Integral Active Twist (IAT) Concept in Countering the BSP: Open-

loop control strategies based on the IAT to reduce the BSP are presented and as­

sessed. The investigation attempts to address all factors that contribute to the BSP 

presented above. 

The approach to this investigation follows the trend typically used in rotorcraft anal­

ysis where simulation tools are developed to address the problem at hand. However, the 

lessons learned through the literature review are also applied. As alluded to in [29], the 

simulation tools developed are versatile and can be easily used to study an aeroelastic 

problem other than the BSP. 

Figure. 1.17 also highlights the purpose of each chapter, where functionality and rele­

vance to each research step is used to group the chapters rather than a specific sequential 

order. The large horizontal arrows indicate the flow between each research step, where 

results from the second step were used to correct and modify some simulation tools in the 

first step. The small arrows indicate the flow of the outputs of the developed simulation 

tools. 
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Figure 1.17; Pictorial overview of present research. 

25 



www.manaraa.com

Chapter 2 

Cross-Sectional Analysis of Active 

Rotor Blades 

2.1 Overview of Chap te r 2 

In this chapter, an asymptotically-correct linear 2-D cross-sectional theory to analyze ac­

tive, slender, thin-wall beam-like structures with no initial twist or curvature is developed. 

The 2-D cross-sectional theory and its implementation are validated against the 2-D finite 

element software VABS and UM/VABS, which has been validated against experimental, 

3-D finite element, and known nonlinear elasticity solutions. 

2.2 Motivat ion 

Rotor blades, being primary components of the rotor system, are essential structural com­

ponents that critically affect rotor performance parameters [59]. Modern rotor blades have 

advanced significantly in terms of design complexity, manufacturing, and performance rel­

ative to their early predecessors. The simple isotropic metallic and wooden rotor blades 
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have been replaced by composite rotor blades with advanced airfoil geometry and tip de­

sign topologies as seen for the Bell 429 helicopter in Fig. 2.1. The aforementioned advances 

are accompanied by increases in engineering analysis complexity due to the unique features 

of thin-walled composite structures. It is well known in the engineering community that 

composite structures offer a high strength-to-weight ratio along with significant improve­

ments in fatigue life and damage tolerance. Additionally, correct laminate design can yield 

desired enhanced directional strength and elastic couplings that could play a significant 

role in affecting the operational performance of rotorcraft like dynamic stability of the 

blades. 

Figure 2.1s Isometric view of Bell 429 rotor system [Courtesy of Bell Helicopters]. 

Recently, adoption of concepts of smart structures have been proposed for the structural 

design of next generation of rotor systems with the principal goal of alleviating, if not 

completely eliminating, noise and vibration associated with helicopter operation [60, 61]. 

Several approaches to incorporation of engineering concepts from smart structures into 

the rotor system design have been proposed in the literature. Presenting a comprehensive 

survey of these is a broad task that is beyond the scope of this work; however, an overview 

can be found in References [62, 63, 64, 65]. 
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2.3 The Integral Active Twist Concept 

Of all concepts proposed in the engineering literature for the incorporation of smart struc­

tures in the design of rotor systems, the concept of the Integral Active Twist (IAT) is of 

interest in this work. The concept is based on replacing the conventional passive twist 

plies in composite blades with Active Fibre Composites (AFCs) or Macro Fibre Compos­

ites (MFCs) plies at ply angles commonly of ±45°, where other ply angles are also possible 

in the cross-sectional design. A typical laminate design of a rotor blade with the integral 

active twist concept is shown in Fig. 2.2, where the most accepted convention of a positive 

fibre direction in a ply relative to the global frame of the cross-section, which is depicted 

in Fig. 2.3, is adopted. Additionally, the ply angles and their stacking sequence in each 

laminate of the cross-section are defined relative to the global coordinate shown in Fig. 2.2 

rotated 360° counter clockwise about the X\ axis. 

E-gl«$ plies (*45*J 
* insulation for active plies 
• shear strength, siHfhass 

active fiber composite 
plies 
» 445* orientation prodyces 

•\ sttmr. torsional actuation 

-graphite plies 10*} 
\ • iongftydirtat strength, 
\ stiffness 

etassd-ceB composite 
D-spar Wads structure 

Figure 2.2: Typical laminate design of a rotor blade with the IAT concept [Courtesy 
of NASA Langley Research Center]. 

The active fibres are based on the piezoelectric property of certain ceramics like Lead 

Zirconate Titanate PbZrTi03 (PZT). When a piezoelectric material is subjected to an 
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Applied Electric Field 

/ x2Jocol / x2 
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Figure 2.3: Positive fibre orientation convention indicating local and global coordinate 
systems respectively. 

electric signal along a certain crystal (or domain in the case of ceramics) direction, a me­

chanical deformation is induced in that direction as shown in Fig. 2.3. Conversely, a charge 

build-up is induced when the piezoelectric material is subjected to a mechanical deforma­

tion [66]. A monolithic block of piezoelectric material undergoing mechanical deformation 

when subjected to an electric field is shown in Fig. 2.4. The largest mechanical strain 

occurs along the — %•$ principal direction, which is assumed to be the crystal polarization 

direction. 

AFCs and MFCs are piezoelectric ceramic fibre-based actuators that are made of po­

larized unidirectional fibres that are sandwiched between two layers of interdigitated elec­

trodes that are embedded in an epoxy matrix for mechanical protection and electrical 

insulation. AFCs actuators were first developed at the Massachusetts Institute of Tech­

nology (MIT) in the Active Materials and Structure Laboratory (AMSL) [67]. The fibres 

are cylindrical in shape and they are produced in various diameters via extrusion or spin­

ning where their mechanical properties are highly dependent upon the manufacturing 

process [68]. A typical section of an AFCs ply is shown in Fig. 2.5, where the polarity of 
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Primary Direction 
of Strain 

V 

Figure 2.4: A monolithic piezoelectric material block undergoing mechanical 
deformation due to the application of an electric field. 

the interdigitated electrodes relative to the induced axial strain is to be noted. 

On the other hand, MFCs are made of rectangular fibres diced from piezoceramic wafers 

and they were first developed at NASA Langley Research Center [69]. These actuators are 

the result of efforts to develop a precision manufactured, lower-cost alternative to earlier 

generation AFCs actuators. They retain all the desired characteristics of AFCs in terms of 

high strain energy density, directional actuation, conformability, and durability in addition 

to new features. The most important of these being the use of a low cost fabrication 

process that yields actuators with uniform and repeatable electromechanical properties. 

Additionally, all the components needed to manufacture them are commercially available 

and the procedures are well documented [70]. Furthermore, the electromechanical coupling 

constants of the MFCs are typically higher than those of the AFCs due primarily to the 

superior contact between the electrodes and the fiat surface of the fibres of the former 

as compared to the circular one of the latter. A generic MFCs actuator ply is shown in 
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Figure 2.5: Section of an AFCs ply undergoing axial extension due to an applied 
electric field in the fibre poling direction [Courtesy of NASA Langley Research Center 

/ ARL Vehicle Technology Directorate]. 
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Figure 2.6: Generic MFCs ply design components [Courtesy of NASA Langley 
Research Center / ARL Vehicle Technology Directorate]. 

Fig. 2.6 where the operation concept similarity with AFCs is to be noted. 

If one assumes that the fibres in a AFCs/MFCs are poled along and opposite to the 

q=450 fibre directions respectively and an electric field E is applied along the —45° ply and 

opposite to the +45°, the generic active cross-section shown in Fig. 2.2 will experience a 

shear strain as to twist the cross-section in a positive sense (out of the page and along 

the Xi direction) as shown in Fig 2.7. Conversely, application of the electric field with a 

reversed polarity will produce a negative twist, although with typically lower twist angles 

since application of high electric fields opposite to the fibres' poling direction is generally 
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Figure 2.7: Generic IAT concept with an active airfoil undergoing positive active 
twist due to AFCs/MFCs subjected to an electric field with appropriate polarity. 

not a recommended practice [66]. 

A finished MFCs ply is shown in Fig. 2.8 where its conformity, pliability, and simple 

design are highlighted. Noise and vibration alleviation are not the only target applications 

of these actuators, and examples of other envisioned applications in the aerospace field 

are morphing structures [71] for performance enhancement and space applications like 

inflatable structures. Many other fields like civil and biomedical engineering are also 

finding applications for these actuators/sensors [72, 61]. 

2.4 Overview of Analysis Techniques 

Unlike the well established theories that predict the behaviour of passive structures, there 

are not many engineering theories in the literature that deal with active structures. The­

ories that can predict the behaviour of active structures are still being developed. Clearly, 

the predictive capabilities of theories analyzing active structures are highly dependent on 

advances made in the analysis of passive structures. For active rotor blades with the 

integral active twist concept, the work of Hagood and duPlessis [73] represents one of 

the earliest analytical treatments of active thin-wall beams, which is based on the work of 

Rehfield [74] that invokes a set of restrictive kinematic assumptions regarding the displace­

ment field of the cross-section. The work of Berdichevsky [75] and Badir [76] on passive 

thin-wall anisotropic single- and two-celled closed cross-section beams, which is based on 
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Figure 2.8: Finished MFCs package and its geometric dimensions [Courtesy of NASA 
Langley Research Center / ARL Vehicle Technology Directorate]. 

the Variational Asymptotic Method (VAM) developed by Berdichevsky [77], was extended 

by Cesnik and Shin [78, 79, 80] to include AFCs, where they obtained an asymptotic 

closed-form solution of the resultants for the actuation stresses. However, the work of [75] 

has neglected the shell bending strain measures leading to incorrect cross-sectional stiffness 

constants for certain cross-sections, and would consequently affect the active modelling de­

rived from it. The work of Patil and Johnson [81], still neglected the shell bending strain 

measures, yet it results in a 6 x 6 Timoshenko-like flexibility matrix for slender beams and 

therefore the actuation shear forces are obtained. 

All of the previously discussed theories seek to obtain analytical expressions for the 

resultants of actuation stresses due to AFCs/MFCs at the beam reference line where 

the 1-D theory is applied. A far more computationally expensive analysis option is to 
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perform a full 3-D Finite Element Analysis (FEA) using software packages like ANSYS 

Multiphysics™ and SIMULIA Multiphysics™. However, even with the present computa­

tional capabilities, performing a complete 3-D FEA aeroelastic simulation of the rotorcraft 

throughout its flight envelope is not feasible from a practical engineering point of view. 

Additionally, the VAM has also been successfully applied to beams with cross-sections of 

arbitrary geometry and material anisotropy with initial twist and curvature in the 2-D 

finite element software package, called Variational Asymptotic Beam Sectional Analysis 

(VABS) [82, 83, 84]; however, the present VABS only very recently can analyze active 

beam-like structures. Another variant of the latter engineering tool is the University of 

Michigan VABS (UM/VABS) [85, 86], which shares the same origin and kernel as VABS 

but differs in some theoretical aspects like the process of constructing the refined dis­

placement field [87]. Most importantly, UM/VABS has the capability of analyzing slender 

beam-like structures with embedded AFCs/MFCs. 

Considering the engineering tools discussed so far, the need for an analytical theory 

that quickly yields the correct resultants of the stresses due to embedded AFCs/MFCs 

without any ad-hoc assumptions in slender structures representative of helicopter rotor 

blades, airplane wings, and possibly other applications, is highlighted. The characteristics 

of the sought theory can be summarized as follow: 

1. Does not invoke ad hoc kinematic assumptions regarding the deformation of the 

beam cross-section. 

2. Correctly evaluates the in-plane and out-of-plane cross-sectional elastic deformations, 

known as the warping functions. 

3. Correctly and consistently performs a rigorous mathematical reduction of the 3-D 

electromechanical problem into a 2-D cross-sectional problem and a 1-D problem 

along the slender structure reference line. 
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4. Provides the sectional stiffness constants in a form useful for engineering analysis, 

which provides smooth connection to traditional 1-D beam analysis techniques. 

5. Expresses the sectional stiffness matrix in the most compact form possible. 

6. Provides mathematical relations between the 1-D strain measures/deformations along 

the chosen beam reference line and the 3-D strain measures at any point on the cross-

section (recovery relations). 

7. Tackles arbitrary cross-sectional geometries and material anisotropy. 

8. Yields the correct actuation forces/moments due to embedded active materials. 

9. Possesses well-grounded mathematical foundations. 

While the above characteristics seem like a strict set of conditions, they are required 

from a structural point of view due to the fact that the classical dimensional reduction 

(like Euler-Bernoulli with St.Venant field theory) for homogeneous, isotropic, and prismatic 

beams with its restricted set of assumptions and deformations are not applicable for the 

problem of modern active composite rotor blades. For the problem at hand, all possible 

deformations of the three-dimensional structure must be included in the formulation since 

all elastic couplings are to be anticipated. Additionally, the in-plane and out-of-plane 

cross-sectional warping deformations are coupled and are expected to significantly affect 

the sectional stiffness constants and the actuation forces/moments. In this chapter, an 

analysis tool that possesses the above characteristics will be developed and validated. 

2.5 Structural Idealizations of Active Rotor Blades 

Since the main focus of this work is helicopter rotor blades, the structural idealization 

of these members for analysis purposes will be discussed. From an engineering point of 
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view, rotor blades are treated as slender beam-like structures for the qualitative reasons 

depicted in Fig. 2.1, which allows for the application of the state-of-the-art beam theories 

in their analysis as discussed earlier. 

Such structural members belong to a class of members identified as reducible struc­

tures like shells and plates. Reducible structures are defined as those having a geometric 

dimension that is dominant over other ones, or at least one geometric aspect ratio that 

is less than one. The geometric idealization of a generic rotor blade is shown in Fig. 2.9, 

where the slenderness ratio f is clearly defined as the ratio of the characteristic dimension 

of the cross-section, a, to the span length, I 

Figure 2.9: Isometric view of a generic helicopter rotor blade. 

If one examines the cross-sectional design of the Active Low Vibration Rotor (ALVR) 

and the generic two-celled rotor blade cross-section in Fig. 2.10, a second aspect ratio £ is 

defined as the ratio of the thickness of the wall, h, to the characteristic dimension of the 

cross-section, a. The latter ratio defines a class of structures that is designated as thin-

wall structures, which have a special importance in aerospace applications. Therefore, an 

active rotor blade has two inherent small parameters that can be defined 
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Figure 2.10: (a) Cross-sectional spar design of the Active Low Vibration Rotor 
(ALVR) [Courtesy of the Boeing Company], (b) Geometric idealization of two-celled 

rotor blade cross-section. 

2.6 The Variational Asymptotic Method (VAM) 

As mentioned in Section 2.4, the VAM was originally developed by Berdichevsky and was 

later expanded and applied to a variety of reducible structures as in the programs VABS 

and UM/VABS for beam-like structures and the Variational Asymptotic Plate and Shell 

Analysis (VAPAS) [88, 89] for plates and shells. Therefore, VAM is a very specialized and 

broad subject and each problem presents a different flavor and details when applying VAM 

to it. A symbolic/algorithmic description of the method is provided first, followed by its 
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application to the problem of active thin-wall slender structures. 

2.6.1 General Description 

A brief symbolic outline of the VAM and its general features are presented first to comple­

ment the detailed derivation that follows. The aforementioned slenderness ratio, y, which 

is designated as the small parameter <;, is first redefined in terms of the wavelength, £, of 

the beam elastic deformations along a reference fine along the span such as 

The redefinition in Eq. 2.3 implies that only elastic deformations with long wavelength, 

which propagate deep into the beam from its ends, are of importance. These deforma­

tions, which are called the global elastic deformations, are the ones of interest here since 

deformation modes that decay rapidly from the beam ends are localized and are not of 

interest in this work. 

Similar to [90], let the 3-D elastic energy functional of the beam-like structure be 

symbolically defined as 

^ ( r , 0 = S1(T,z1)+
0£,(T,z1,c;) (2.4) 

Z\ = Wu W12 U>13 (2.5) 

where T is a 6x1 column matrix that represents a 3x3 symmetric strain field, the vector 

Z\ represents a perturbation in the classical 3D displacement field, which in reality is the 

in/out-of-plane warping functions to a first correction, and T contains all terms that do not 

involve the unknown perturbations. The first subscript in the perturbation field denotes 

the perturbation number while the second one denotes the component. The left superscript 
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of the second term on the right hand side is used to denote the level of construction of the 

displacement field, and in this case it is the "zeroth approximation". 

The energy functional T is decomposed into two parts: £i(Y,£i) which contains all 

terms of order <r° = 1 and 0£?(T, zi, q) that contain all terms of order ql and higher with 

respect to this small parameter. The perturbation in the displacement field, z\, gives 

rise to low and high order terms as is apparent from its appearance in both parts of the 

energy functional. In order to find the first correction to the displacement field, zi, the 

high-order component in terms of the small parameter q in the functional is discarded and 

then the functional is minimized with respect to z\. The solution of the Euler-Lagrange 

minimization problem is not unique and the displacement field is four times redundant. 

The four rigid body modes: axial translation, two orthogonal transverse translations, and 

in-plane rotation have to be eliminated from z\ (the warping field) over the surface area 

of the cross-section A. Therefore, four constraints J^t^i,2,3,4 () da a r e imposed on z\ as 

such: 

minZxT — minZl£i(Y, z\) (2.6) 

/ Ci(*i) da = 0 , / C2(z1) da = 0 , / C3(^) da = 0 , / C4(zi) da = 0 (2.7) 
J A J A J A J A 

where da is the cross-sectional area differential, and Ci=i,2,3,4() represent the constraint 

functional operators. 

When Eqs. 2.6, 2.7 are solved over the cross-section they yield what is called the 

"zeroth-approximation" or the building block of the solution, z\. This must not be confused 

with the order of the components of z\ itself, which could be of some order of q, it rather 

refers to it being obtained by minimizing the part of the energy that has zeroth order 

of q (i.e., q°). In most cases, there is no closed form solution for zi, and the problem is 
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discretized over the cross-section with the constraints leading to a Sturm-Liouville problem 

followed by finite element calculations, which is the methodology employed in VABS [83, 

82]. The order of the components of z\ in terms of the small parameter is not known 

a priori but determined throughout the minimization procedure. The solution of Euler-

Lagrange equations of the functional and the constraint equations is symbolically written 

as: 

«i = /i(T,C2,C3) (2-8) 

where (2 and C3 a r e the coordinate measures along the two perpendicular axes defining the 

2D Cartesian plane of the cross section. 

To find the next asymptotically-correct approximation of the displacement field, the 

latter is perturbed again. Let the new perturbation be called z2 such that: 

*2 = * i - / i ( T , < a i & ) (2.9) 

The new perturbation is substituted back in the energy functional of Eq. 2.4 to obtain: 

:F(r,o = T1(r) + £2(r,z2) + %(r,z2,<;) (2.10) 

z2 tt?2i W22 W23 (2.11) 

The function .Fi(T) represents all the terms that do not contain the new unknown, z2. 

It is subscripted with 1 to indicate that it contains contributions from the first correction 

to the displacement field z\. The function S2 contains the lowest-order terms involving z2, 

while lSq contains all high-order terms. 

Following the same procedure as before, the high order terms (i.e., 1£<;) are discarded 
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and the functional is minimized with respect to z2 subject to the same constraints: 

minZ2T = J"i(T) + minZ2€2(T, z2) (2.12) 

[ C1(z2)da = 0 , [ C2(z2)da = 0 , / C3(z2) da = 0 , [ C4(z2)da = 0 (2.13) 
.M ,7,4 JA 7A 

Similarly, one obtains, 

2̂ = /2(T,C2,C3) (2.14) 

The process is repeated until the new perturbation yields no terms in the energy func­

tional of order that is of the highest order yielded by the previous perturbation, and at 

this point the displacement field is said to have converged. For example, assume that the 

perturbation zk produced terms in the energy functional with one being the highest order 

having an order of 0(n). A further perturbation, Zk+i, produces terms that are of order 

0(n + 1) and higher, then at this stage the iteration is terminated. In fact, one may not 

have to go as far as this in order to obtain the correct elastic behavior of the beam since 

<; is a small parameter to start with. Terms of order 0(<;0 = 1) are the only ones needed 

to obtain the asymptotically-correct global elastic behaviour of the beam [91]. 

The energy functional can then be written after the A;th perturbation as: 

F(T,<;)=T1(r)+F2(r) + ...+Fk(y) + Sk+1(y,zk+1,<;) + %(y,zk+uc;) (2.15) 

Alternatively, the energy functional is said to have been expanded implicitly as an 

asymptotic series in the small parameter <;: 

F(T, 0 = O(q0) + Ok1) + Ok2) + Ok3) + ... + Okk) (2.16) 

The asymptotic expansion in Eq. 2.16 illustrates how the VAM seeks to approximate 
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the 3-D elastic energy that has been condensed into 1-D along the beam reference line 

as accurately as possible by accounting for all important terms in that expansion. For 

instance, if a theory correctly accounts for all the terms up to the order O^1) in Eq. 2.16, 

then the theory is said to be asymptotically-correct to that order. The process of drop­

ping high order terms during the minimization or truncating them from the asymptotic 

expansion of the functional is equivalent to a correct and systematic neglect of insignif­

icant terms in solution methods that rely on the conventional application of the theory 

of elasticity like the formal asymptotic method. But these conventional methods usually 

involve a multitude of partial differential equations, rendering the identification of these 

insignificant terms extremely difficult if not outright impossible. 

2.6.2 Application of the VAM to Active Thin-Wall Beams 

In this section the VAM outlined above will be applied to the idealized active thin-wall 

rotor blade discussed in Section 2.5, which will further illustrate its symbolic outline. 

The geometric idealization of an active helicopter rotor blade as a multi-celled thin-wall 

beam allows the development to start from 3-D shell theory rather than 3-D elasticity 

theory. The passive structural theory that represents the basis of this development is the 

asymptotically-correct theory of multi-cell thin-wall beams of Hodges and Volovoi [92, 93]. 

Consider the active thin-wall slender anisotropic beam structure depicted in Fig. 2.11. 

The linear asymptotically-correct cross-sectional theory being sought has the form 

2Z<lassical_like = ?&+ 2W(e)lical_like (2.17) 

where Wclassical_like is the strain energy per unit length, W(e)^ss.call.ke is the energy per unit 

length due to actuation, S is a 4 x 4 cross-sectional stiffness matrix that carries information 

about the cross-sectional geometry and material design, and e is a vector of the classical 
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strain measures that corresponds to stretch, twist, and the two orthogonal bending strains 

arranged as 

u[ ff -u'i u'i (2.18) 

where w1; u2> ^3, and $ are the mutually orthogonal displacements and rotation of the 

beam cross-section at the reference line. 

The linear electromechanical cross-sectional constitutive relation can be derived from 

Eq. 2.17 such that 

M2 

M3 

dU classical—like 

di 
(2.19) 

or 

Fl 

M i 

M2 

M3 _ 

Sn 

S\2 

Su 

Su 

Sl2 S13 

S22 S23 

S23 S33 

£24 £34 

s 

Su 

S24 

S34 

£44 

e + 

• 

F(a) 

M? 

Mla) 

Mt] 

(2.20) 

where the diagonal terms in S: Sn, S22, S33, and 544 correspond to the axial, twist, 

and two orthogonal bending stiffness respectively; the off-diagonal terms correspond to 

elastic couplings; the section mechanical force/moments: F l5 Mi, M2, and M3 correspond 

to stretch, twist, and two orthogonal bending with similar correspondence to the section 

active force/moments: F^, M[a\ M^\ and M{
3
a). 

Another important small parameter is assumed at this stage, which is the maximum 
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magnitude of the strain measures, including the prescribed actuation strains, as such 

II e | U , ~ 0(e) < 1 (2.21) 

where large strains imply material nonlinearities which is beyond the scope of this work. 

An asymptotically-correct refined theory will have additional degrees of freedom. An 

example would be a higher axial derivative of the already defined classical 1-D strain 

measures in Eq. 2.18 relative to the form in Eq. 2.17 such that 

2Wreflned = ?Se + *?Nt + tMt + 2W(C-)ltoI_llfc. + 2W(e, e ' ) l e d (2-22) 

where ( )' = •$£-, N is a material and geometry matrix that couples the classical degrees 

of freedom to the new ones, M is the stiffness matrix of the new degrees of freedom, and 

U(e, ey)r̂ fined represents the refined actuation stress resultants. 

The form of the linear electromechanical cross-sectional constitutive relation derived 

from Eq. 2.22 will vary depending on the level of refinement. For example, a Timoshenko 

refinement corresponding to the additional degrees of freedom — u%' and ŵ " is symbolically 

written as 

* i 

Mi 

M2 

M3 

F2 

F3 

or 

refined—Timoshenko • refined—Timoshenko /c \ QQ"\ 
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Fi 

M i 

M2 

M 3 
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. F*a). 

(2.24) 

s 

where the stiffness constants are defined as in Eq. 2.20 in addition to the diagonal terms 

555 and 566 that represent the two orthogonal shear rigidities; F2 and F3 correspond to 

the section mechanical shear forces; and F2 and F3 are the section active shear forces. 

a 

Xb 

Figure 2.11: Geometry of active thin-wall slender anisotropic beam structure. 

In Fig. 2.11, the global cartesian coordinate system is defined by the axes: x\, x2, and 

x3 and their corresponding displacements: «i, w2, and M3 for each point along the reference 
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line of the structure. The axes of the curvilinear coordinate system: xi, s, and £ and their 

corresponding displacements: v\, v2, and 1*3, which is defined for each material point of 

the cross-section, are also depicted. Adopting the convention ( )>s = -£•, the following 

quantities based on the geometry of Fig. 2.11 will also be defined 

-* —* 
r = x2b2 + x3b3 

T = TtS = X2>sb2 + X3>sb3 

n = f x b i = a;3)Sb2 - x2>sb3 

rT = f • r = x2<sx2 + x3tSx3 

rn = n • r = x3>sx2 - x2ySx-$ 

R = ^ _ = _ X 3 ^ ( 2 2 5 ) 

where the vectors: r, r, and n are defined in Fig. 2.11; and the quantity R being the radius 

of curvature; rT is the component of r along f; r„ is the component of r along n; and bi 

are the normal vectors along the Xi axes respectively. 

According to the IEEE standard on piezoelectricity [66] the phenomenological law 

relating the induced piezoelectric strain tensor to the applied electric field in the local 

frame attached to the active ply in Fig. 2.3 is given by 

4 a ) = dktjEk (2.26) 

where dkij is the electromechanical coupling tensor of the material and E\~ is the electric 

field vector. 

From a practical point of view, only the component of the electric field along the fibres 

E\ is assumed to exist in this two dimensional context. 
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The elements of the active strain tensor in the global frame of the shell are given by 

the transformation 

where 7£($) is given by 

fcll 

> ) 
fc22 

> ) 
fc33 

= K{4) 

dmEi 

di22Ei 

diuEi 

(2.27) 

ft(tf) = (2.28) 

cos2(tf) sin2(tf) -2cos(tf)sin(tf) 

sin2(tf) cos2(tf) 2cos(tf)sin(tf) 

cos(#) sin(#) - cos(#) sin(#) cos2(#) - sin2(#) 

and i? is the orientation of the fibres in the ply relative to the longitudinal axis of the shell 

The mechanical shell strain energy per unit volume is written as 

2tf(m) = jryXhS^ _ eW){£a0 _ e W } (2.29) 

where DQ/?7(5 are the plane-stress reduced constants that are related to the regular elastic 

3-D constants as [92] 

where 

F>a/?33 f?f533 

(2.30) 

HJ E* 3A3 

s~ia/3ti -paffnZ 

I?/u333 E^A333 

JC7J3333 

^3333 (2-31) 
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These constants result from the minimization of the 3-D energy with respect to the 

through-thickness strain component and they are given in terms of the lamina stiffness 

constants in Appendix A. Furthermore, the elements of the total strain tensor can be 

expressed in terms of the generalized Koiter and Sanders shell strain measures yap and 

pQ/3 [94] as 

£af3 = la/3 + £pa/3 (2.32) 

where 7Qja and pa0 are the membrane forces and bending moments conjugate strain mea­

sures respectively; and £ is the through-the-shell thickness curvilinear coordinate measure. 

Integrating Eq. 2.29 through the thickness and around the closed contour of the shell 

yields the mechanical strain energy per unit length along the span of the beam 

h 

Grouping the shell strains in a vector format as t\? 7ii fy?ii hp 12 , 4>L = 

2712 722 hp22 and substituting Eqs. 2.26 and 2.27 into Eq. 2.33 followed by integra­

tion through the thickness of the shell yields 

2WM = I {fQ^ + 2<f>TSip + fPcj) - 2tfTH - 2<f>TG + N(£i)) ds (2.34) 

where the material matrices Q, S, and P; and the electromechanical matrices G and H 

are given in Appendix A; and the term N(£i) is a quadratic term of the electric field that 

is given by 

K(£I) = /2 rrWdwdnsEl d£ (2.35) 
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The six shell generalized strain measures are expressed in terms of the curvilinear 

displacements as [76]: 

7n = vhi 

Pn = 3̂,11 

2712 = 1̂,2 + ^2,1 

Pl2 = 3̂,12 + 40(^1.2 - 3u2,l) 

722 = V2,2 + "p 

P22 = 3̂,22 - (-^),2 (2-36) 

The curvilinear displacements are related to the cartesian displacements of the material 

point on the shell such as 

Vi = Ui 

V2 = U2X2,s + U3X3tS 

vs — U2X3>S - 113X2,3 (2.37) 

where cartesian displacements with carat denote those for each material point on the cross-

section, while those without denote the global displacements at the beam-like structure 

reference line. 

Closed Cross-Section Active Beams 

For the purpose of generality, all the classical strain measures are assumed to be of the 

same order in the subsequent development, therefore: 
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u\ 0(e) a0'~O{e) -ai4~0(e) au'i~0{t) O(R) ~ 0(a) (2.38) 

The order of the displacement field warping terms relative to the inherent small pa­

rameters of the problem will now be constructed based on the VAM without consideration 

of the actuation; however, when the warping terms are solved for, the actuation field must 

be taken into account as shall be demonstrated. 

Dropping all terms that involve differentiation with respect to the axial coordinate 

in Eq. 2.36 since they imply division by the wavelength of the global deformations, the 

remaining terms are 

2712 = ^1,2 

_ vh2 

1 V 3 

722 = ^2,2 + -jo 

P22 = ^3,22 - ( ^ ) , 2 (2.39) 

Substituting in the energy functional in Eq. 2.33, the resulting strain energy functional 

is positive definite and quadratic in the strain measures 

2W (m)(7l2>7l2,Pl2,Pl2,7222,722,P^2 ,P22) > 0 (2.40) 

The minimum of this functional is achieved when the strains vanish, which corresponds 

to the rigid body motion of the cross-section. The solution of the displacement field is 

obtained from the partial differential equations 
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«1,2 = 0 

= 0 

= 0 

= 0 (2.41) 

which has the solution 

Vi = Mi 

v2 = uaxa>s + 9rn 

v3 = u2x3,s - u3x2>s - 0rT (2.42) 

where the resulting displacement field is the rigid body motion of the cross-section at its 

reference line with u\, u2, u$, and 9 = v2/R — v3>2 as functions of xi only as depicted in 

Fig 2.11. 

An equivalent approach for obtaining the above displacement field utilizes the elim­

ination of the so-called "phantom terms" [92] in the energy functional. Developing the 

displacement field using this approach will serve to illustrate a powerful tool in construct­

ing the warping functions of the cross-section. Substitution of Eqs. 2.37 into Eqs. 2.36 and 

discarding terms with the axial derivative yields 

v2,2 + 

^1,2 

AR 
V3 

R 
,v2 

V3,22 ~ ( — ) , 2 
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2712 = «l,2 

<x)_1 

hUl,2 
hpn = 

(U2X3,S ~ U3X2,s) 
722 = {U2X2,s + U3X3>S) 2 + 

R 
\ - 2 

hp22 = h {u2X3tS - U3X2,s)t22 ~h[ —ji ) ( 2 " 4 3 ) 

- 2 / 

where the order of the terms relative to the small parameters have been determined based 

on Eq. 2.38 with the axial and the contour derivatives implying a division by the defor­

mation wavelength £ and the characteristic dimension of the cross-section a respectively. 

An example of determining the order of the term in 2712 is shown below 

u[ ~ G{c) =• «! ~ 0(£c) =*• uh2 ~ 0{-t) (2.44) 
Hi 

All the terms in Eq. 2.43 are of the order of the inverse of the small parameters, 

which imply excessively large terms in the energy functional. These terms are labeled 

"phantom" terms since for the minimization solution to exist, they must vanish and one 

retrieves Eqs. 2.41, which is the building block of the solution. 

Now, the displacement field is perturbed with z\ 

procedure outlined in Subsection 2.6.1 to yield 

W\ W2 W3 
according to the 
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Vi = Ui+ W\ 

v2 — uaxa<s + 9rn + w2 

vs = u2x3,s - u3x2jS - OrT + w3 (2.45) 

Substitution of the perturbed displacement field into Eqs. 2.36 yields 

7n = 

27i2 = 

722 = 

x2>su2 + x:i>su'3 + rn&+ w1>2 + w2,i 

, ™3 
^2,2 + - „ -

hp l i h x3>su2 - ar2la«3 - JVJT + w3,n 

hp 12 ft 

/ 
1 

4R 

\ 

/ 

ftp22 = h 

xa>su'a + rn9' - wh2 

\<mr <•) ^K»n*)]y 
- s _ ^ / + W3,12 - T p ^ 2 , l 

e(l) feKt)l ^£5)1 

V 
^ 3 , 2 

^ 2 
(2.46) 

,2 

where the under-braces encompass the term and any multiplying coefficient, and the ques­

tion mark indicates the order of the term will be determined later. 

The order of the perturbations is not assumed a priori as mentioned above, but de-
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termined during the minimization procedure using the leading order terms involving the 

unknown perturbations (with the least amount of differentiation with respect to the axial 

and then the contour coordinates respectively). Examination of 2712 reveals two phantom 

terms that must be annihilated in the energy functional, and the candidate function is 

u>it2, as such: 

wi,2 = -u'axa>s =» t&i.i = -u"axa (2.47) 

where the other candidate function, w2,i, would generate more phantom terms in the 

strain field/functional like the term 722 for example, which is impossible. Alternatively, if 

one drops the terms with the axial derivatives (e.g., w2,i) one would arrive at the same 

candidate function in Eq. 2.47, which determined its solution and its order such as 

0{wx) f^ = e(?) *OM=te (2.48) 

Another phantom term exists with respect to the second small parameter such as 

V-1 

a 
0(l22)~0 - hp22\ (2.49) 

All the terms pertaining to pap will not enter into the minimization process of the 

perturbation functions, since all the terms present in these strain measures have their 

counterparts multiplied by the inverse of the small parameter | in the 7a/? strain measures. 

With the leading order terms of the perturbations having known order in 711 and 712, the 

excessively large "phantom terms" in 722 must vanish for the minimization of the functional 

so that 

w2>2 + ^ = 0 (2.50) 
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With the terms in 722 annihilated, the only surviving terms with leading order are 

found in p22, which are used to determine the order of these perturbations. As mentioned 

above, the order of these terms is not assumed but determined during the minimization 

procedure. This is equivalent to reckoning that the leading order terms in the energy 

functional involving the perturbations must be of the same order. The leading order terms 

remaining are linear cross terms between the perturbations and a known quantity and 

quadratic terms of the perturbations. An example of this statement would come from the 

first term in hp22 and the third term of 2712 such as 

0 [{hw3>2) \ = O {(hw3>2 • rnd )] =• i = -2 =>• 0{w3) = — e (2.51) 

where a similar order is found for the function w2. 

This establishes the order of the terms in the strain field of Eq. 2.46 as given in the 

square brackets beneath the unknown terms. Since the goal is to establish a classical-like 

theory as in Eq. 2.17, all terms of order 0(e) in the strain field must be accounted for and 

further examination of the displacement field is necessary. Therefore, the displacement 

field is perturbed again with z2 W\ W2 W3 
to yield 

V\ = U\ + Wi + W\ 

v2 = uaxatS + 6rn + w2 + w2 

v3 = u2x3tS - u3x2,s - 9rT + w3 + w3 (2.52) 

Again, the perturbed field is substituted in Eqs. 2.36 to yield 
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In = «'i -xau„+ whl 

2712 = rn9' + w2,i + iwi,2 + w2,i 

722 = M>2,2 + -7T 

?s[el ?=[e] 

/ 

/ ipil = /l 

\ 

ft/9 12 ft 

X3,si4 - x2,su'l - rTd" + u>3,n + W3.11 

3 
r j ^ + Wi,2 - S _ ^ _ / + W3,12+ t«3,12 - ^ p 

1 
4R 

/ \ 

U>2,1 + U>2,1 

ftp: 22 ft 

V 
W3,2 + W3,2 — I > 2 , + v™2 

?#(!)L 

(2.53) 

-1,2 

As before, the order of the perturbations is determined by reckoning that the leading 

order terms in the functional are of the same order, which implies 

0{u\ • wi>2) = D(wl2) => 0(Wi) = ae (2.54) 

This is the asymptotically-correct strain field of order 0(e) arrived at in [92]. One can 

prove that further perturbation of the displacement field will not yield more significant 

terms for closed cross-sections as demonstrated in Appendix A and the displacement field 

is said to have converged. Keeping terms of order 0(e) in the strain field and denoting 

the corresponding strains by an over-bar yields 
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7n 

2712 

722 

hpu 

hpn 

— tt̂  xaua 

= rn9' + w1>2 

, w3 

= 0 

= 0 

hp22 = h[(w3,2 - -JD),*] 

(2.55) 

where the existence of the unknowns in the components of the vector 0: 2712, 722, and 

hp22 defined previously is noted. 

For a single-cell closed cross-section, the warping field is four times redundant and any 

set of four independent constraints will render the solution unique. The four constraints 

are chosen so that the shell bending strain measure p22 and the three orthogonal cartesian 

displacements of the material points of the shell Ui are single valued functions. The con­

straints are given below along with their mathematical implications on the unknowns in 

~4> 

j> hp22 ds = 0 =>- j> 4>s ds = 0 

(b Mi,2 ds = 0 =$• <p <f>i ds — <b r n 0 ' ds = 0 

j> M2,2 d s = 0 => j> x24>z ds = 0 

<b u2,3 ds = 0 => <b a;303 d s = 0 (2.56) 
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where the mathematical implication of the constraints is further expounded in Appendix A. 

The constraints are enforced upon the energy functional using four Lagrange multipliers 

where Eq. 2.34 in now rewritten as 

+24>Tf\ + 2eTETX - 2tj?H - 20TG + N(£?i)] ds 

where e is defined in Eq. 2.18 and the matrices ET, T, and A are given by 

(2.57) 

E? 

0 

-rn 

0 

0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

f = 

1 0 0 0 

0 0 0 0 

0 x2 x3 1 

A = 

Ai 

A2 

A3 

_A4_ 

Minimizing the functional in Eq. 2.57 with respect to the unknown 0 yields 

(2STe + 2P$ + 2TA - 2G)8(f> = 0 

where the following definition is adopted 

ip = Te T 

1 0 X3 —Xi 

0 0 0 0 

0 0 0 0 

Since 8(f) is arbitrary, the solution for <j> is 

(2.58) 

(2.59) 

(2.60) 

-cTe - P~lf\ + II (2.61) 
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where 

c=P~1S = 

c3 

n = P~1G 7T2 

7T3 

(2.62) 

To determine the Lagrange multipliers, the solution of <j> is substituted in the four 

constraints in Eq. 2.56 and solving for A yields 

\ = F-1Je-F~1K (2,63) 

where F and J are material and geometry matrices given in Appendix A, while K, which 

shows the explicit dependance of the Lagrange multipliers on the contribution of the 

AFCs/MFCs, is given by 

(b K ds = f K= <b K ds = 

7Ti 

7T3 

^27T3 

^ 3 ^ 3 

ds (2.64) 

Designating F lJ = L and F 1K = E, and substituting Eq. 2.63 into Eq. 2.61 yields 

0 = F(s)e + Q(s) (2.65) 

where 

Y{s) = - c T - P~lTL Q(s) = P - 1 f E + n (2.66) 
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The contribution of the AFCs/MFCs to the solution of the unknowns can be seen in 

the last term of Eq. 2.65. Substitution of Eq. 2.65 and Eq. 2.63 into Eq. 2.57 while noting 

that ST = -PY(s) - TL yields 

^{m) = ^ r u c ^ l + ^ ( a ) + quadratic E-field ^ ^ 

where 

2Wstructural = <f[eT(TTQT-YTPY + 2ETL)e}ds 

2U(a) = - I[(QTPY) + {YTTE + YTG + 2£ T E + 2TTH)T]e ds 

quadratic E-fleld = _ LQTf^ + ^ _ fl^)] ^ (g gg) 

The first component of the energy per unit length in Eq. 2.67 yields the asymptotically-

correct stiffness matrix obtained by Volovoi and Hodges [92]. The second component is the 

one yielding the actuation force and moments vector F ^ T = F^ M^ M^ M^ 

where 

F<a> = ^ - (2.69) 
at 

The last component of the energy per unit length is a quadratic function of the pre­

scribed actuation strains, and does not contribute to the actuation vector. 

The linear two-dimensional cross-sectional theory can now be written as 

F<m) = St + F(a> (2.70) 

where S is the 4 x 4 stiffness matrix, and F^m) is the mechanical force and moments vector. 

60 



www.manaraa.com

Chapter 2: Cross-Sectional Analysis 

The generalization to multi-cell is straightforward. As in [93], for n-celled closed cross-

section one needs to impose An constraints, and consequently An Lagrange multipliers are 

to be solved for. Examples of two-cell and three-cell closed cross-section contours with the 

corresponding outward surface normals are shown in Fig. 2.12, where consistency in terms 

of the direction of the integration around the contour is to be noted. 

Figure 2.12: (a) Contour of two-cell closed cross-section with surface normals, (b) 
Contour of three-cell closed cross-section with surface normals 

The outward surface normal at any point on the contour is defined as such 

n x ds = dxi (2.71) 

For the two-cell case, the first cell is made of path 1 and path 2, while the second cell 

is made of path 2 and path 3. The mechanical strain energy per unit length is written as 
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2Z/m ) = I \^Qi\> + 2</>TSip + ^P<j>] ds 
il+2+3 

(2.72) 

+ & [2A 
Jl+2 

\{<t>\ ~ 0'rn) + 2(j>3{X2x2 + A3Z3 + A4)] ds 

+ J> [2\5(<f>i - e'rn) + 2(j>3(\6x2 + A7X3 + As)] ds 
J2+3 

+ I [-2^TH - 24?G + K(£i)] ds 
J1+2+3 

The solution for the unknowns has the same form as Eq. 2.61 but with T and A now 

having different forms along the closed contour, 

For path 1 

AJ 
Ai A2 A3 A4 T = 

1 0 0 0 

0 0 0 0 

0 x2 x3 1 

(2.73) 

For path 2 

ET 

0 0 0 0 

-r„ 0 0 0 

0 0 0 0 

0 0 0 0 

AJ 
Ai A2 A3 A4 A5 Ag A7 As (2.74) 
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For path 3 

T 

Er = 

1 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 

0 x2 x3 1 0 x2 Xz 1 

0 0 0 0 0 0 0 0 

- r n 0 0 0 - r „ 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

AT 
A5 A6 A7 As T 

1 0 0 0 

0 0 0 0 

0 x2 x3 1 

(2.75) 

0 0 0 0 

- r „ 0 0 0 
El = 

0 0 0 0 

0 0 0 0 

Since path 2 is shared by both cells, it is expected that all eight Lagrange multipliers 

are to be included when considering this path as can be seen in Eq. 2.74. From the 

constraints, the solution for the Lagrange multipliers can be obtained as in Eq. 2.63 with 

F and J having a form given in Appendix A that is different from, yet related to, the case 

of a single cell, while K has the form 

K two—cells k+2 % ds 
(2.76) 

63 



www.manaraa.com

Chapter 2: Cross-Sectional Analysis 

The actuation vector can now be obtained as in Eq. 2.68 and Eq. 2.69 with Y,E,L,T, 

and H having different forms around the contour as reasoned previously. 

A similar approach applies to three-cell cross-sections shown in Fig. 2.12(b), where 

twelve Lagrange multipliers are needed in this case. The K matrix in this case is given by 

K three—cells 

J>l+2^d s 

£ K ds (2.77) 
.72+3+4+5-" u a v ' 

f 5 + 6 ^ d s 

Generalization to an n-cells active cross-section can be extrapolated from [93] and the 

development presented herein. The presented formulation has the final form of the cross-

sectional theory of Eq. 2.17 sought from the outset. Considering Eq. 2.16, the energy 

functional has essentially been asymptotically expanded into the form 

^(r,ft,ft) = Q(<?A,4) + OtfA>4) + 0{e\,U\) + ... (2.78) 

where the underlined term was of interest in the development. 

This development of the asymptotically-correct actuation vector is summarized in Ref­

erence [95]. 

Open Cross-Section Active Beams 

The development presented above is sufficient to analyze rotor blades since they are clas­

sified as closed cross-section beams. However, the development is rigorous and general 

enough to render it worth investigating active open cross-sections as well given that they 

receive less attention in the engineering literature compared to their closed counterparts. 

Moreover, there is the recent interest from the community to use active open cross-sections 

in morphing structures [96]. 

The order of the 1-D torsional strain is the differentiating aspect from the outset of 
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the development where 

he' ~ (9(e) (2.79) 

To avoid repetition, the pivotal changes in the construction of the asymptotically-

correct displacement field are highlighted. The "zeroth step", or the rigid body building 

block of the displacement field is essentially the same. However, the term rnd' in 712 of 

Eq. 2.46 will have a different order that is 

2712 = X2,su'2 + X3tSu'3 + rn6' + w i ) 2 + w2,i (2.80) 

where the term is now obviously a phantom one and must be annihilated by the candidate 

perturbation function as in Eq. 2.47 so that 

wi,2 = -u'axa:S - rn9' =^ wi,i = -u"axa - rj9" (2.81) 

where 77 is known as the sectorial coordinate in thin-wall bars engineering literature [97] 

and is given by 

7 7 = / 
J so 

rn ds (2.82) 

with s0 being the origin of the contour. 

The strain field in Eq. 2.53 will now become, for open cross-sections, 
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7n 

27: 12 

722 

kp; 22 

u[ -xau'a- r}9" + w M 

rn9
f + w2,i + wi>2 + w2,i 

, ^ 3 
W2,2 + "o" 

/ 

0 >+tt>3 (i2+ ^3,12 / ip1 2 = /i 
4fi 

L«(*) 

\ 

^2,1 + 1U2,1 

h 

\ 

W3)2 + W3,2 (2.83) 

The term that is of order e ( | ) ( | ) in 7 n can obviously be quite large, a situation that 

did not exist for closed cross-sections. This term is responsible for the Vlasov correction [98] 

for open cross-sections. If, following the second perturbation, the open cross-section dis­

placement field is subjected to a further and third perturbation z% 

gets 

W\ W2 W3 , one 

Vi = Mi + Wi + Wi + W\ 

V2 = UaXa,s + 6rn + W2 + W2+W2 

vz — u2Xz,s - Uzx2tS - 0rT + w3 + w3 + w3 (2.84) 
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Then, the strain field becomes 

7 n 

2712 = 

722 

hp 11 

u\ - xau'a - r]9" + witi + witi 

rn9' + w2,i + wi,2 + w2)i + *i.2 + .̂ 2,1 
e <!)(*) £ <!) M<!)U)] H<t)2(£)] 

(t)(^)] te[e(i)(£)] 

' \ 

X 3 ,V 2 ' - ^2,5^3 _ rr6" + W3,n + W3.ll + W3 , l l 

/ 

W3 
W2(2 + -jo + W2,2 + 

/l 

/ ip 12 fe 
Wl,2 

Q'+Wi,\2+ W3, 12 AR 

h 

( 

hp 22 h 

W3,12 

7 

AR 

W2,l + W2,l 

\A3) «(l)(f)/ 
\ 

+ 

wit2 - 3 w 2 ) i 

\ 

W3,2 + W3)2 + W3>2 R 
W2 + W2 + W2 (2.85) 

-i ,2 

where the order of the third set of perturbations is determined by the phantom term in 

7i2> w2yi, and the excitation term r)9" coming from 7 U so that 

a° 0(w,) = Th, (2.86) 

Open cross-sections are not subject to any constraints as are closed cross-sections, 
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which eliminates the need for computing the Lagrange multipliers. To construct a linear 

cross-sectional theory of the form of Eq. 2.17, terms of order 0(e) are kept in Eq. 2.83. As 

the result, 

2W(m> = / [eTTTQTe + 20TSTe + 0 T P 0 - 2eTTTH - 2<j>TG + N(£i)] ds (2.87) 

where the integral is to be carried out along all the branches of the cross-section, and 

Eq. 2.60 has been utilized with the following definition of the matrix T 

T 
open—section 

T 
strip 

1 0 Xz -X2 

0 0 0 0 

0 -h 0 0 

1 0 0 -x2 

0 0 -h 0 

0 -ft 0 0 

(2.88) 

(2.89) 

The difference between the T matrix for open cross-sections and strips in Eq. 2.88 

originates from the constant that multiplies the bending curvature about the x2 axis to 

define the order of the strain, where for a strip —hu'l ~ 0(e) while for open cross-sections 

—au'z ~ 0{t). Minimizing the functional in Eq. 2.87 with respect to the unknown, 4>, 

yields the solution 

(j)=-p-lSTe + P-1G (2.90) 

Substitution of Eq. 2.90 into Eq. 2.87 yields an expression for the strain energy per 

unit length that is similar to Eq. 2.67 except for the mathematical form of its components, 
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that is 

__ structural 
2XA 

open—section 

2U{a) 

open—section 

= / [eTTT(Q-STP-1S)Te] ds 

= / \-2(GTP-1STt)T + 2(HTTef ds (2.91) 

where the quadratic E-field component is not given in Eq. 2.91 for brevity. 

The first component of Eq. 2.91 yields the 4 x 4 cross-sectional stiffness matrix and 

the second component yields the asymptotically-correct actuation vector as in Eq. 2.69. 

To examine the effect of the Vlasov correction on the actuation problem, terms of order 

0{e ( | ) ( | ) ) in Eq. 2.85 are isolated and retained where as before the strain components 

containing the known quantities are grouped as 

TPT 

l T 

7u hpu hp12 -rj9" 0 0 - HT (2.92) 

where the matrix T is defined as 

0 -7} 0 0 

T= 0 0 0 0 

0 0 0 0 

Equation. 2.87 is now rewritten in a refined form such that 

(2.93) 
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TU 
(m) 
refined 

0 ( £ 2 ) 
/ 
JT.S 

eiTLQtlj + ^lQTe + ̂ 1Qtlj + 2(j)lSxp 

<^2(f)(f)) <^2(f)2(f)2) J 

ds + 

J 
J Us 

(j)Tp(f) 2$VH - 20G 

<^2(f)2(f)2) <^2(t)2(f)>Kt)U)). 

ds (2.94) 

where any cross terms between terms of order 0(e) corresponding to 4> and terms of order 

(9(e) ( | ) (!) are non-existent due to the Euler-Lagrange equations for (/>, which uniquely 

determined their solution in the previous minimization step. 

Minimizing Eq. 2.94 with respect to the unknown 0 will yield a solution similar to 

Eq. 2.90 except for 

4> = -p-isf? + P~lG (2.95) 

Substituting Eq. 2.95 into Eq. 2.94 will yield the Vlasov stiffness constant of the section 

and the coupling terms with the classical strain measures, and the Vlasov active bi-moment 

such that 

V1 asov / Clas sic al 

Mfa) 

i_a_ 
2 86 
d__d_ 
dtdd' 
d ^Lii-^H^-'^J ds (2.96) 

The development presented herein for active open cross-sections is summarized in the 

publication [99], where the nonlinear 1-D deflections due to the integral actuation of exam-
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pie active beams have been calculated and compared to 3-D finite element results obtained 

using ANSYS Multiphysics™. As in the case of closed cross-sections, the energy func­

tional for open sections has been asymptotically expanded into a similar form but with an 

additional term corresponding to the Vlasov correction such that 

^(^ )Cl^2) = O(e^c1^^2
o) + 0(e^q^<^2-1)+a(e^q1^2

o) + 0(e2^1
o^2

1) + ••• (2.97) 

The theory is essentially of the refined form given in Eq. 2.22, where the constructed 

stiffness matrix is 5 x 5 and the actuation vector is 5 x 1. With this formulation, the 

development of an asymptotically-correct theory to obtain the active stress resultants at 

the reference line of an active thin-wall anisotropic slender beam with no initial twist or 

curvature is complete. 

Numerical Examples and Comparison with Other Theories 

Several examples are selected to verify the theory and its implementation against the 2-D 

finite element software UM/VABS and VABS with more emphasis on the former. 

The implementation is first verified against VABS, where as mentioned earlier, at this 

stage it can only analyze passive cases. The passive three-cell example in Fig. 2.13 is 

analyzed using the present development, and the resulting sectional stiffness constants are 

compared to those predicted by VABS in Table. 2.1. The differences, although small, are 

attributed to the thin-wall assumption in the present development. 

Next, consider the active single-cell box beam shown in Fig. 2.14 (a), where the elastic 

and the electromechanical properties of the composite material AS4/3506-1 and the generic 

AFGs used to construct the active box beam examples are given in Table. 2.2. Three 

verification examples that are labeled BBl, BB2t, and the BB2st, which are courtesy of 
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r 3" 

Figure 2.13: Three-cell isotropic box beam [Courtesy of VABS documentation]. 

Table 2.1: The elements of the stiffness matrix obtained using the thin-wall 
anisotropic beam theory and VABS for Fig. 2.13. 

Stiffness Element 

Snpb] 
S12 [lb -in] 
S13[lb-in] 
S14[lb-in] 
S22[lb-in2] 
S23[lb-in2] 
S24[lb-in2] 
SWlb-in2] 
S34[lb -in2] 
S44[lb-in2] 

Present 

0.0611 x 1013 

0 
0.0611 x 1013 

-0.2699 x 1013 

0.0515 x 1013 

0 
0 

0.1073 x 1013 

-0.2699 x 1013 

1.7091 x 1013 

VABS [87] 

0.0608 x 1013 

0 
0.0608 x 1013 

-0.2692 x 1013 

0.0540 x 1013 

0 
0 

0.1069 x 1013 

-0.2692 x 1013 

1.7072 x 1013 

Difference 

0.49% 
Exact 
0.49% 
0.26% 
4.63% 
Exact 
Exact 
0.37% 
0.26% 
0.11% 

the Active Aeroelasticity and Structures Research Laboratory (A2SRL) at the University 

of Michigan. The length of the side is 0.25 [m] for each case, and the laminate designs are 

given in Table. 2.3, where (AS) indicates the AS4/3506-1 material and (AF) indicates 

the AFCs. The DC actuation voltages of the active plies are given in Table. 2.4. 

The electric field is calculated from the electric potential, which in the simple planar 

case of interdigitated electrodes reduces to 

E j w ^ [V/m] (2.98) 

where d is the electrode separation distance, which is assumed to be uniform along the 
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Figure 2.14: Active anisotropic single-cell box beam. 

Table 2.2: Elastic parameters of the plies used in the active box beam examples. 

En[GPa] 
E22[GPa] 
G12[GPa] 
G23[GPa] 

^23 

ply thickness (tp)[mm] 
d m [ p m / V ] 
d122[pm/V] 
d112[pm/V] 

^electrodes ( m m ) 

AS4/3506-1 
142.000 
9.800 
6.000 
4.800 
0.300 
0.420 
0.127 

0 
0 
0 
0 

AFCs 

42.200 
17.500 
5.500 
4.400 
0.354 
0.420 
0.127 

381.000 
-160.000 

0 
1.143 

Table 2.3: Laminate design of the active box beam cases. 

W a l l l 
Wall 3 
Wall 4 
Wall 2 

BB1 
[0°AS/±45°AF/0°AS] 
[0°AS/±45°AF/0°AS] 

[(0°AS)4] 
[(0°AS)4] 

BB2t 
[(45°AS)2/(-45°AS)2] 
[(45°AS)2/(-45°AS)2] 

[ ( - 4 5 ° A S / = F 4 5 0 A F / 4 5 ° A S ] 

[(45° AS/±45° A F / -45° AS] 

BB2st 

[(45°AS)2/(-45°AS)2] 
[(45°AS)2/(-45°AS)2] 

[(45°AS/±45°AF/-45°AS] 
[(45°AS/±45°AF/-45°AS] 

AFCs/MFCs packs. 

Tables 2.5, 2.6, and 2.7 present a comparison between the predictions of the current 

theory and those of the UM/VABS. Additionally, Tables 2.6 and 2.7 present the active twist 

moment as predicted by the asymptotic theory in [78], which neglects the shell bending 

strain measures. It must be noted that for the case of BB2t and BB2st, the results as 
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Table 2.4: Actuation DC voltage of active plies. 

Wall 1[V] 
Wall 3[V] 
Wall 4[V] 
Wall 2[V] 

B B 1 

[0/-12OO/28OO/0] 
[0/-12OO/28OO/0] 

[ 0 / 0 / 0 / 0 ] 
[ 0 / 0 / 0 / 0 ] 

BB2t 

[ 0 / 0 / 0 / 0 ] 
[ 0 / 0 / 0 / 0 ] 

[0/2OOO/-2OOO/0] 
[0/-2OOO/2OOO/0] 

BB2st 

[ 0 / 0 / 0 / 0 ] 
[ 0 / 0 / 0 / 0 ] 

[0/-2OOO/2OOO/0] 
[0/-2OOO/2OOO/0] 

presented in [100] are the 6x6 Timoshenko-like stiffness matrix and the 6x1 actuating 

vector. As outlined in [101], a reduction to the 4x4 stiffness matrix was performed for 

comparison purposes through minimization of the strain energy with respect to the one-

dimensional shear strains. The actuation vector was also reduced as was done in [80]. 

Table 2.5: The nonzero classical stiffness constants and actuation vector elements for 
the BB1 case. 

5n[N] 
S22[N-m2] 
5 3 3 [N-m2] 
544 [N-m2] 

Fi(a)[N] 

M^fN-m] 

Present 

5.518 x 106 

5.408 x 101 

4.742 x 102 

6.291 x 102 

35.039 

1.684 

U M / V A B S 

5.518 x 10b 

5.466 x 101 

4.745 x 102 

6.294 x 102 

35.420 

1.689 

%Difference 

Exact 
1.061 
0.063 
0.048 
1.067 

0.296 

Table 2.6: The nonzero classical stiffness constants and actuation vector elements for 
the BB2t case. 

Sn [N] 
522[N-m2] 
5 3 3 [N-m2] 
544[N-m2] 
M^pNf-m] 

Ref [78] 
-
-
-
-

1.834 

Presen t 

9.973 x 105 

1.634 x 102 

1.017 x 102 

9.769 x 101 

2.203 

U M / V A B S 
9.950 x 10& 

1.634 x 102 

1.013 x 102 

1.000 x 102 

2.323 

%Difference 

0.231 
Exact 
0.395 
2.32 
5.16 

For the active open cross-section case there are far less examples available in the liter­

ature for validation purposes. Therefore, the following examples were generated: passive 

isotropic C-channel [102] to verify the implementation, which is analyzed using VABS and 
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Table 2.7: The nonzero classical stiffness constants and actuation vector elements for 
the BB2st case. 

Sn[N] 
522[N-m2] 
533[N-m2] 
544[N-m2] 

M^IN-m] 

Ref [78] 
-
-
-
-

1.834 

Presen t 

9.973 x 10s 

2.182 x 102 

1.017 x 102 

9.769 x 101 

2.709 

U M / V A B S 

9.971 x 10b 

2.167 x 102 

1.017 x 102 

1.000 x 102 

2.693 

%DifFerence 
0.020 
0.692 
Exact 
2.31 

0.594 

UM/VABS; two active anisotropic I-beams; and an active anisotropic C-channel. The 

respective cross-sectional geometries are depicted in Fig. 2.15 

!8»-SSS^SSSSSSS| 
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Figure 2.15: Example of open cross-section beams (a) C-channel, (b) I-beam. 

The first case analyzed is the isotropic C-channel with the material and the geometric 

properties given in Table. 2.8 

Table 2.8: Material and geometric properties of the passive C-channel. 
2.6xlO9 [psi] E n = E22 

G12 = G23 

" 1 2 = " 2 3 

a = 18 [in] 
h = 2 [in] 

1.0xlO9 [psi] 
0.3 

b = 20 [in] 
c3 = 6.207 [in] 

The significant elements of the 5x5 cross-sectional stiffness matrix are shown in Ta­

ble 2.9, while the percentage differences are shown in Table 2.10 

The second and the third examples are made of the same material as in Table 2.2, 

where the geometry of the sections is given in Table 2.11 
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Table 2.9: The elements of the stiffness matrix for the isotropic C-channel. 

Stiffness Element 

Snpb] 
S22[lb-in2] 
S 3 3 [ lb in 2 ] 
SVlb- in 2 ] 
5S5[lb-in4] 
545[lb-in3] 
S35[lb-in3] 

Present 

3.016 x 1011 

1.547 x 1011 

1.216 x 1013 

2.769 x 1013 

6.736 x 1015 

4.372 x 1014 

0 

VABS [87] 

3.120 x 1011 

1.591 x 1011 

1.397 x lO 1 3 

2.444 x 1013 

6.561 x 1015 

3.675 x 1014 

-1.031 x 108 

UM/VABS 

3.016 x 1011 

1.568 x 1011 

1.220 x 1013 

2.340 x 1013 

5.549 x 1015 

3.299 x 1014 

-1.572 x 105 

Table 2.10: Percentage difference between the prediction of the present 
implementation, VABS, and UM/VABS for the isotropic C-channel. 

Stiffness Element 

Sn 
S22 

S33 
S44 

S55 

S45 

%Difference(Present vs VABS) 
3.33 
2.79 
12.95 
13.32 
2.66 
18.97 

%Difference(Present vs UM/VABS) 
3.33 
1.44 
12.70 
4.26 
15.43 
32.25 

Table 2.11: Geometry of active open cross-sections depicted in Fig. 2.15. 

a [m] 
Mm] 
Mm] 
C3 [m] 

Active C-Channel 

0.1 
0.1 

0 .7xl0- 2 

0.035 

Active I-Beam 

0.1 
0.1 

OJxlO" 2 

0 

The laminate design of each wall is given in Table 2.12 and the DC actuation is given 

in Table 2.13 where the 'L' and 'R' in the third column indicate the left half and the right 

half of the flange respectively. 

Table 2.12: Laminate design of the active open cross-section beam cases. 

W a l l l 
Wall 2 
Wall 3 

Active C-Channel 
[(0°AS/0oAF)3/0oAS] 

[(45oAS/0°AS)3/45°AS] 
[(0°AS/0°AF)3/0°AS] 

Active I -Beam (I) & (II) 

[0oAS/(0°AF)2 /0oAS/(0oAF)2 /0oAS] 
[(0°AS)7] 

[0°AS/(0°AF)2 /0°AS/(0oAF)2 /0oAS] 
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Table 2.13: Laminate actuation of the active open cross-section beam cases. 

Wal l 1 

Wal l 2 
Wal l 3 

A c t i v e C - C h a n n e l 

[(0/2000 [V])3 /0] 

1(0)7] 
[(0/-2OOO [V])3 /0] 

A c t i v e I - B e a m (I) 

[0/(2000 [V])2/0/(2OOO [V])2 /0] 

[ ( 0 ) T ] 
[0/(2000 [V])2/0/(2OOO [V])2 /0] 

A c t i v e I - B e a m 
(II) 

L[0/(2OOO 
[V])2/0/(2OOO 
[V])2 /0] , R [ 0 / ( -
2000 [V] ) 2 / 0 / ( -
2000 [V])2 /0] 

[(0)7] 
L[0/(-2OOO 
[V])2/0/(-2OOO 
[V])2/0],R[0/(2OOC 
[V])2/0/(2OOO 
[V])2/0] 

The cross-sections were meshed using GiD 9 Trial Version [103], where the maximum 

number of four-node quadrilateral elements of 686 was used. The meshed cross-sections 

were fed into UM/VABS. The significant stiffness constants and the actuation vector are 

compared to the present development in Tables 2.15 and 2.16 for the active I-beams and 

the active C-channel respectively. 

Table 2.14: The significant elements of the stiffness matrix and the actuation vector 
of the active I-beam (I). 

Stiffness Element 

5n[N] 
522[N-m2] 
S33[N • m2] 
544[N • m2] 
S55[N-m4] 

F}a,[N] 
M ^ N - m ] 
M2

(a)[N-m] 
M| a )[N-m] 
M£a)[N-m2] 

Present 
2.183 x 10s 

2.017 x 102 

4.233 x 105 

9.912 x 104 

2.879 x 102 

2.338 x 104 

0 
0 
0 
0 

UM/VABS 

2.184 x 10s 

2.048 x 102 

4.240 x 105 

9.955 x 104 

2.828 x 102 

2.341 x 104 

0 
-0.13 

0 
-0.044 

%Difference 

0.06 
1.52 
0.17 
0.43 
1.83 

0.15 
Exact 
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Table 2.15: The significant elements of the stiffness matrix and the actuation vector 
of the active I-beam (II). 

Stiffness Element 

5n[N] 
S22[N-m2] 
533[N • m2] 
S44[N • m2] 
S55[N-m4] 

F}a,[N] 
M^pNf-m] 
M2

(a)[N-m] 
Af|a)[N-m] 
M£a)[N-m2] 

Present 

2.183 x 10* 
2.017 x 102 

4.233 x 105 

9.912 x 104 

2.879 x 102 

0 
0 
0 
0 

31.577 

UM/VABS 

2.184 x 108 

2.048 x 102 

4.240 x 105 

9.955 x 104 

2.828 x 102 

0 
0 
0 
0 

31.115 

% Difference 

0.06 
1.52 
0.17 
0.43 
1.83 

Exact 
Exact 
Exact 
Exact 
1.49 

Table 2.16: The significant elements of the stiffness matrix and the actuation vector 
of the active C-channel. 

Stiffness Element 

5n[N] 
S22[N-m2] 
S33[N-m2] 
544[N-m2] 
S55[N-m4] 
Si3[N.m] 
S45[N-m3] 

M ^ N - m ] 
M2

(a)[N-m] 
M^a)[N-m] 
MLa)[N-m2] 

Present 

1.880 x 10s 

2.711 x 102 

2.269 x 105 

4.385 x 105 

2.613 x 103 

1.962 x 106 

3.173 x 104 

0 
0 
0 

-9.377 x 102 

-7.058 x 101 

UM/VABS 
1.880 x 108 

2.780 x 102 

1.970 x 105 

4.390 x 105 

2.740 x 103 

6.300 x 105 

3.200 x 104 

0 
0 

0 
-9.380 x 102 

-7.240 x 101 

%Difference 

Exact 
2.42 
15.47 
0.17 
4.78 

211.51 
0.75 

Exact 
Exact 

Exact 
0.03 
2.56 

2.7 Advantages and Limitations of the Developed The­

ory 

The cross-sectional theory for closed cross-sections presented herein, while having the clas­

sical form of the 4x4 stiffness matrix and the 4x1 actuation vector, goes beyond classical 

beam theories in terms of rigour since all the effects of in-plane and out-of-plane deforma-
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tions/warpings are systematically taken into account when deriving the sectional constants. 

While in-plane shear deformations do not appear explicitly in the cross-sectional theory, 

their effects on the sectional constants are correctly taken into account in an asymptotic 

sense. Indeed, as it was demonstrated by Hodges and coworkers in numerous publica­

tions [91, 82, 104] for beams that are not weak in shear, if the sectional constants are 

calculated correctly then all that is needed to capture the global elastic behaviour is the 

4x4 stiffness matrix. In this case, the predictions of the classical-like theory will frequently 

be as good or even better than refined beam theories that include more 1-D degrees of 

freedom. The correct application of the VAM to anisotropic beam-like structures with 

arbitrary cross-sectional geometry has invalidated the commonly held misconception that 

refined beam theories are needed for accurate predictions of elastic beam behaviour. The 

predictions of the VAM were validated against experimental data, 3-D finite element soft­

ware packages like ABAQUS and ANSYS, and known solutions of elasticity theory equa­

tions in numerous publications [102, 83, 98, 105, 106, 88, 91]. Therefore, the validation of 

the implementation against VABS or UM/VABS can be considered an indirect validation 

against other engineering tools/data cited earlier. 

Palacios [100] has correctly argued the importance of including the shell bending strain 

measures when analyzing active thin-wall beams starting from nonlinear shell theory. To 

the best of the author's knowledge, the present analysis is the first in the literature to 

include these strain measures when analytically analyzing thin-wall active slender beams 

with closed cross-section. The verification examples BB2t and BB2st demonstrate this 

capability, where only the stacking order of the plies in the right wall has been reversed. 

This causes a significant variation in the stiffness constants and the actuation elements 

that would not be otherwise captured by theories that neglect the shell bending strains like 

those of [78] and [81]. Furthermore, the asymptotically-incorrect theory of Reference [78] 

has failed to predict the correct active twist moment for either case as can be clearly 
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seen from Tables 2.6 and 2.7. The Mach scaled AMR active rotor blade and its full-scale 

version [60, 107] being built by the The Boeing Company are based on the concept of con­

trolled active twist using integrated AFCs/MFCs to eliminate vibration and noise. Hodges 

and Volovoi [92] have demonstrated how neglecting the shell bending strains can lead to an 

over-prediction of the torsional stiffness for certain cross-sections by almost 100%, which 

would consequently affect the active twisting moment as was shown by the BB2 examples. 

Therefore, the current development can be safely used to analyze the AMR or to devise 

and optimize vibration control strategies during the flight envelope of the rotorcraft. 

The present approach is considered to be reliable for most applications involving active 

slender beam-like structures, where an asymptotically-correct Euler-Bernoulli-like theory 

of order 0(e2) is obtained [86]. But for certain applications like geometrically short/fat 

beams or beams with high design gradient along their span, the structure can no longer be 

considered slender and a refined Timoshenko-like theory of order (9(e2(|)) or even higher 

becomes essential. Additionally, Palacios showed that in order to estimate the local active 

shear loads that are high enough for certain bending actuation in the case of beams that 

are weak in shear, a Timoshenko-like formulation is necessary to calculate those loads. In 

these cases, the theory in Reference [81] will have an advantage since it yields the 6x6 

stiffness constants and the corresponding 6x1 actuation vector of the active cross-section, 

but with the absence of the shell bending strains. Furthermore, if high frequency analysis 

is to be conducted, then the number of nodes required to define the deformation modes 

along the beam span will increase and the parameter ( | ) would no longer be considered 

very small and refined theories would be needed. Fortunately, rotor blades are not de­

signed to be weak in shear and they are stiff in bending. Therefore, the classical-like 

theory can still be used to analyze their behaviour. While the accuracy of predicting the 

natural frequencies still deteriorates as the mode number increases, the deterioration of the 

predictive capability will not be as rapid, which can be seen in Fig. 2.16. Also, the blade 
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sailing phenomenon is characterized as a low frequency one, therefore obtaining accurate 

predictions of high frequency behaviour is not paramount for this research effort. 
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Figure 2.16: Rotating frequencies for an example rotor blade;solid lines with shear 
flexibility, dashed lines without [108]. 

For thin-wall open cross-section beams, to the best of the author's knowledge, this is 

the first time in the literature that an analytical treatment is given for the active Vlasov/bi-

moment, which is the conjugate of the additional degree of freedom 6". The validation 

examples given, demonstrate that the analytical development is capable of predicting the 

actuation constants to within excellent engineering accuracy. The theory can serve as a 

reliable and quick engineering tool for the preliminary design stage of these structures or 

their incorporation into flexible multibody systems. Additionally, the validation exam­

ples have highlighted that for some coupling terms of the stiffness matrix with orders of 

magnitude less than the primary stiffness terms, the predictions can differ significantly. 

While for the present development this is primarily attributed to the thin-wall assumption, 
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this observation is also apparent when comparing the predictions of VABS to UM/VABS, 

which is documented by other authors in the literature. It must finally be highlighted that 

although VABS and UM/VABS share the same kernel of the VAM, the implementation, 

especially for the refined theories like the Vlasov effect, are different [87]. It might seem 

puzzling that the VAM, which primarily captures the global elastic behaviour of reducible 

structures, can capture an end effect like the Vlasov one. It is well-established in the liter­

ature that asymptotically-correct methods, as in this case, can sometimes produce results 

beyond their expected range of operation [98]. 

To reconstruct the displacement field of the cross-section, first the generalized 1-D 

strains are obtained from the appropriate 1-D beam theory and the constitutive relations. 

These are used to solve for the unknown perturbations of the displacement field that are 

functions of the 1-D strain measures, material, and geometry of the cross-section. The 

strain field is then reconstructed followed by the displacement field. While this step is not 

required for this research effort, it serves to show that the development still fulfills the 

requirements of the sought theory outlined in Section 2.4. 

The development presented herein provides sufficiently reliable analysis capability for 

most applications involving the global classical deformation modes of active slender beams. 

The main advantage being its easy and quick integration into multidisciplinary studies, like 

the dynamics and control of moving active beams, since it can be used in the preliminary 

design stages of engineering systems involving such active structures. Additionally, due 

to its analytical nature, it can be used for parametric and optimization studies without 

having to deal with the meshing and pre/post-processing steps associated with the finite 

element approaches, since the design parameters can be easily changed. 
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2.8 Future Recommendations 

The present development did not take into account the effect of initial twist and curvature 

that are present in most, if not all, modern rotor blades and wind turbines in addition to 

other advanced design topologies. This will lead to the definition of another small param­

eter, which is defined in terms of the initial twist and curvature. Clearly, a more realistic 

modelling of helicopter rotor blades requires the incorporation of these built-in features 

in the cross-sectional analysis. Recently, the thin-wall beam theory literature is showing 

a research thrust in that direction to incorporate those features [109, 110], which can be 

used as a launch pad for incorporating the effects of integral active material. 

While it was argued above that for the present research the Timoshenko-like cross-

sectional theory is not necessary, future research efforts might focus on high frequency 

aeroelastic phenomena, which renders employing asymptotically-correct refined cross-sectional 

theories essential. 
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Intrinsic and Geometrically-Exact 

Modelling of Maritime Active Rotor 

Systems 

3.1 Overview of Chapter 3 

This chapter begins with a review of the capabilities, features, and availability of promi­

nent comprehensive codes for analysis of rotorcraft. The review is demonstrated to justify 

the rationale of developing the unique geometrically-exact (nonlinear) intrinsic model of 

active rotor systems that is also presented in this research. 

The formulation of the geometrically-exact relations between the generalized 1-D strains 

of beam members and displacements/rotations at the beam reference line is first presented. 

The governing dynamic equations and associated natural boundary conditions are derived 

for moving active beams and cast in an intrinsic form. The formulation is completed by 

deriving additional intrinsic kinematic relations and two intrinsic invariance laws that are 

essential to assessing proposed solution strategies. The formulation is then augmented by 

84 



www.manaraa.com

Chapter 3: Intrinsic Active Rotor Systems 

extending the intrinsic formulation to include additional rigid or flexible members to build 

a virtual multibody model that is representative of the active rotor system. Finally, an 

outline is given of the code developed based on the cross-sectional formulation in Chap­

ter 2, the active geometrically-exact intrinsic multibody formulation in this chapter, and 

the modules that represent the airwake and the evaluation of the aerodynamic loads based 

on different models. 

3.2 Review of Available Rotor craft Comprehensive 

Analysis Codes 

Rotorcraft Comprehensive Analysis Codes (RCACs) seek to model the aircraft aeroelastic 

response and the loads acting on it throughout the flight envelope. Therefore, different 

engineering disciplines, under the mantra of modelling and simulation engineering are com­

bined to develop a comprehensive analysis tool for this complex multidisciplinary problem. 

Besides their use in assessing vehicle performance, the RCACs have many applications in 

the design and analysis, fatigue life prediction, and flight control. For these reasons, having 

a high fidelity RCAC is extremely advantageous and is sought by all rotorcraft designers 

and manufacturers. While state of the art 3-D finite element modelling has tremendous 

analysis capability for most aeroelastic problems, one must still consider the tradeoffs be­

tween detailed analysis afforded by 3-D finite element modelling and computation time to 

determine the optimal analysis approach. Performing a complete time-dependent aeroelas­

tic 3-D finite element analysis of the rotor system during a portion of the flight envelope is 

extremely computationally expensive, requiring millions of degrees of freedom. The com­

plexity of the problem increases exponentially for modern rotor systems, which involve 

combinations of composite and metallic materials, and advanced design topologies. The 

systemic rationale behind modelling rotor blades as beams was established in Chapter 2, 
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and the class of structures to which they belong was identified as reducible structures. 

RCACs utilize the extensive existence of such structures in the rotorcraft design to sig­

nificantly reduce the dimensionality of the problem. For example, structural members of 

the rotor head including the pitch links and the hub shaft can be approximated as flex-

beams, while the fuselage can be treated as an assemblage of composite plates and shells. 

Typically, members that are considered sufficiently stiff, such as the articulation links, the 

fuselage, and the hub, are treated as rigid bodies. 

Early generation RCACs used relatively simple analytical tools, particularly to model 

the rotor systems and the rotor blades. The predictive capabilities of these tools are 

very dependent on advances in structural dynamics. The simple differential equation of 

transverse beam dynamics was replaced by more elaborate theories [54, 111]; nevertheless, 

these theories still made approximations in terms of truncation of high order terms, small 

rotations, and ordering schemes. These shortcomings are not suitable for rotor blade 

applications involving large axial forces and transverse deflections. The comparison of 

the predictions of these improved theories to the nonlinear experimental beam data, such 

as the Princeton beam data [112, 113], proved to be less than stellar. Development of 

geometrically-exact (nonlinear) reducible structure theories has rectified these shortcom­

ings [108]. As a result of these improved capabilities, the use of these RCACs is on the 

rise in industry and academia. 

The most prominent of these modern RCACs are CAMRAD II [114,115], DYMORE [55, 

116, 117, 118], and RCAS [108, 119, 120]. These codes share common capabilities in 

terms of modelling most aspects of the rotorcraft system. Their governing equations are 

geometrically-exact and share a common foundation; however, they differ in their formu­

lations. Moreover, their utilization of the finite element method and multibody dynamics 

techniques allows for modelling complex geometries and material anisotropy; and intercon­

nected bodies respectively. CAMRAD II has extensive multidisciplinary and aerodynamics 
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modelling capabilities and is the first of these modern RCACs. It was also the first code 

to be used to study active blades; although, in an approximate sense using applied loads 

at the tip. DYMORE has advanced structural dynamics capabilities and utilizes a novel 

time integration scheme based on the discontinuous Galerkin method that guarantees 

absolute numerical stability. Furthermore, DYMORE was recently extended to analyze 

active blades [121, 122] and hydraulic components [123]. RCAS is also rapidly gaining a 

niche in the rotorcraft community and it is being rigorously validated for wind turbine 

applications [120]. A recently introduced flexible multibody dynamics software package 

known as MBDyn [124], which is still under development, is also emerging as a competing 

RCAC and a test bed of novel solution strategies. All of the aforementioned RCACs are 

under continuous development and validation in addition to being proprietary (with the 

exception of MBDyn), which makes their acquisition costly if not impossible in some cases. 

In this investigation, a unique approach using an intrinsic formulation for flexible multi-

body dynamics is adopted to model the rotor system and extended to include active rotor 

blades. The formulation produces compact and weak (in the sense of differentiation) dif­

ferential equations of motion that can be solved efficiently, accurately, and quickly for the 

aeroelastic response as shall be demonstrated subsequently. 

3.3 Nonlinear Beam Kinematics Preliminaries 

Firstly, it is instructive to outline the general procedure that is employed for describing 

the nonlinear deformation of a beam-like structure and relate the strains at any material 

point of the cross-section to the generalized/average 1-D strains at the reference line of an 

initially curved and twisted beam-like structure. This will also illustrate the link between 

the development presented in Chapter 2 based on nonlinear shell theory and the more 

general approach implemented in softwares like VABS and UM/VABS. Once the procedure 
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is illustrated, the generalized 1-D strains will then be used in the last step of the formulation 

of the model describing the motion of active beams. 

As in Danielson [125, 126], consider the arbitrary cross-section of an initially twisted 

and curved prismatic beam undergoing a deformation as illustrated in Fig. 3.1. The 

position vector of any material point on the undeformed cross-section is written as 

r(x1,x2,X3) = r(x1)+xaba (3.1) 

where as before, Greek indices run from 2 to 3, and Roman indices run from 1 to 3; r is the 

position vector of the cross-sectional reference point of the undeformed state; xa are the 

measures along their respective axes b a ; with h>! being tangential to the beam reference 

line x\. 

The position vector of a material point on the deformed cross-section is written as 

T\.{X\,X2,Xz) = T{XI) + u{xi) +XQB0L + 'Wi{xuX2,Xs)Bi (3.2) 

where u is the displacement vector of the beam cross-section at the reference line; Wi are the 

unknown three dimensional warping functions; Bj form the triad of the deformed section 

with Bx not necessarily tangent to the deformed beam reference line s. The development in 

Chapter 2 has solved for the warping functions, which can be used to recover the deformed 

displacement field of the cross-section. 

Before the initial twist and curvature of the beam member is considered, slope discon­

tinuities at the reference line that are due to rotor blade tip sweep or anhedral, as shown 

in Fig. 3.2, must be accounted for. The rotation operator, Clr, is defined to transform a 

primary vector variable from the broken frame, r, to the unbroken frame, I. 

The initial twist and curvature at the beam reference line is written in a column matrix 

form as 
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Figure 3.1: Kinematics of general beam deformation. 

h 

(3-3) 

where k\ is initial twist, and k2 and ^3 are the initial curvatures of the beam about the 2 

and 3 axes of the beam respectively. 

According to the Kirchhoff kinetic analogy discussed by Love [127], the initial twist 

column matrix is related to the operator, Cha, that transforms a vector from the untwisted 

and uncurved frame, a, to the twisted and curved frame, b, such that 

7ba' -k-C ba (3.4) 
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(a) Blade Top-View 
Tip Sweep 

(b) Blade Side-View 
Tip Anhedral 

Figure 3.2: Illustration of blade tip (a) sweep and (b) anhedral and associated frames. 

where the similarity with the angular velocity operator, C = —Co • C, is noted when the 

spatial axial derivative ( )' along x\ in Eq. 3.4 is replaced by the time differentiation ( ' ) . 

The skew-symmetric operator (~) is defined in Appendix B. 

In reference to Fig. 3.1, the covariant (natural) base vectors g; for any material point 

on the cross-section of the undeformed beam are defined as being tangent to the position 

vector f, which implies that they are not necessarily orthogonal, such as 

gi(xi,x2,x3) = 
dr_ 
dxi 

(3.5) 

The contravariant base vectors are defined based on the covariant ones as [128] 

1 
S — /—Eijkgj x gfc 

V9 
(3.6) 

where the metric scaling factor, g, is given by 

g = det(gigj-) = (1 - x2k3 + x3k2f (3.7) 

and the cyclic permutation tensor, e ^ , is defined as 
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t 
1 {ijk) cyclic permutation of 123 

Hjk = \ —1 (ijk) anticyclic permutation of 123 (3.8) 

0 otherwise 

Similarly, the covariant base vectors, Gj, of the deformed beam are defined as 

<9R 
Gi(xi,x2,xs) = — (3.9) 

The global rotation operator, C B b , that quantifies the rotational deformation of the 

cross-section at the beam reference line is defined based on the linear combination of the 

dyads formed from the base vectors as 

CB b = B ^ (3.10) 

where B» and b^ define the deformed and the undeformed frame, respectively as in Fig. 3.1. 

Deformation gradients are primitive forms of strain tensors [129] and they quantify the 

kinematics of deformations in a dyadic form. The deformation gradient, 21, adopted for 

beam deformation analysis is expressed in terms of the matrix of mixed components as 

Oy = (Bi • Gn) (gn • b;) (3.11) 

The polar decomposition theorem states that for any non-singular second-order tensor, 

such as 21, there exist unique positive definite symmetric second-order stretch tensors il 

and QJ, and an orthogonal second-order rotation tensor, 1Z, such that [130] 

21 = 71- ^ = ^ -U (3.12) 
right stretch tensor left stretch tensor 

The right stretch tensor convention is adopted herein. It can be shown that the matrix 
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form of the symmetric Jaumann-Biot-Cauchy strain tensor, T* (3x3 matrix), is defined 

as [125] 

1 
r* = u - 1 = - (si + siT) - 1 (3.13) 

where I is the 3 x 3 identity matrix. 

With the assumption of small strain, the independent components of the strain field 

can be grouped in a 6 x 1 column matrix 

r = 

r =• 

j-i* o r 1 * O F 1 * T1* O P * v* 
l 11 ^ 1 12 Z i 13 l 22 Z i 23 l 33 

r i V + r£e + rRz + T£Z' 
h 

(3.14) 

The operator matrices Th(6 x 3), Te(6 x 4), TR(6 x 3) and Te(6 x 3) are defined in terms 

of the nondimensionalized cross-sectional coordinates (2 = f̂ and (3 = ^ as: 

rfc = 

0 0 0 

a 
9C2 

a 
&C3 

0 

0 

0 

0 

0 

a 
d(2 

a 
9(3 

0 

0 

0 

0 

a 
ac.2 
a 

9C.3 
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re = — 
1 

V9 

1 0 

0 <3 

o - C 2 

0 0 

0 0 

0 0 

- < S C2 

0 0 

0 0 

0 0 

0 0 

.0 0 

TR = 
V9 

*+«(Cs A ~ <2*y 

1 

9C.2 

0 

I 

0 
(3.15) 

where a is the characteristic dimension of the cross-section as before, the column matrix 

e represents the generalized/average strains denned at the beam reference line as 

7 

an 

where 7 contains the average cross-sectional extensional strain measure defined as 

7 = CBbT R' - r' 

where K contains the twist/curvature (moment) strain measures. 

The Jaumann-Biot-Cauchy stress tensor at a material point is then written as 

(3.16) 

(3.17) 

3 = or (3.18) 

where B> is the symmetric 6x6 material constants. 
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The strain energy of the beam-like structure per unit length can now be written as 

U=\ ( r T D r ) (3.19) 

where the operator (•) is defined over the cross-sectional area S as 

(•> = a2 J J •^(2(3 (3.20) 

The underlined terms in Eq. 3.14 contain the unknown warping functions that the VAM 

solves for asymptotically in terms of the average strains at the beam reference line, the 

material properties, and the cross-sectional geometry. It is presented here for a general 

beam-like structure, while the development in Chapter 2 started from nonlinear shell 

theory. Applying the VAM algorithm to the problem presented in Eq. 3.19 will lead to the 

kernel of VABS and UM/VABS [90, 86, 82], which is beyond the scope of this research. 

It is considered illuminating however to highlight these seamless connections between the 

various developments. The small strain assumption was invoked because a linear 2-D cross-

sectional beam theory is sought; however, if a nonlinear elastic effect is to be included, like 

the trapeze effect, then some terms that couple the warping functions and the generalized 

strains are to be retained in the strain field of Eq. 3.14 [131, 132]. 

Similar to Eq. 3.4, the total twist/curvature measure vector, which quantifies the built-

in and the deformation induced twist and curvature, is also written in the deformed frame 

as 

CBa ' = - K • CBa (3.21) 

Using the fact that CBa = CBb • Cba, Eq. 3.21 can be rewritten as 
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K - ( c B b c b a ) ' c b a T c B b T 

- (cBWch* + cB bcb a ' ) • cb a TcB b T 

_ /V>Bb'£»ba/7abT /?BbT , / 7Bb /7ba ' /7ba T / iBb T N 

- (cBh'cBbT - c B b kc B b T ) (3.22) 

where the rotation operator fact C • CT = CT • C = I was invoked. 

The moment strain measures defined as K = K — k can then be written as 

£ = - c B b ' c B b T + c B b k c B b T - k (3.23) 

or in an implicit form as 

CBb' = c Bb£ _ £ C Bb (3.24) 

The fact that b>! is tangent to X\ at every point along the undeformed beam reference 

line, as illustrated in Fig. 3.1, leads to 

dr 
dxx 

r'b + kr b = ei (3.25) 

where the analogy with the rigid body velocity field is highlighted, the b subscript indicates 

the frame in which the differentiation is expressed and 

e! = 

1 

0 

0 

(3.26) 

Finally, using Eqs. 3.1 and 3.2 to re-express the average extensional strain measure in 
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Eq. 3.17 as 7 = CBb(r'b + kr b + u'b + ku6) - r'b + krb and using Eq. 3.25 to yield the 

convenient form 

7 = C B b ( e 1 + u ; + k u 6 ) - e 1 (3.27) 

3.4 Intrinsic Dynamics Equations of Moving Active 

Beams 

As in [133] for a beam of length /, we consider Hamilton's principle that is written as 

f2 I [8 (T - U) + ~8W] dxidi = lA (3.28) 

where T is the kinetic energy per unit length, U is the elastic energy per unit length, 8W is 

the virtual work of applied loads per unit length, and 8A is the virtual action at the ends 

of the beam and at the end of the time interval. The over-bar indicates that the terms 

do not derive from a functional. Since there is no accumulation of electric charges on the 

surface or the ends of the beam and the applied voltage to the AFCs/MFCs is assumed 

to be prescribed, the actuation problem does not contribute to the virtual work term. 

Given that the strain energy per unit length is a function of U. = Uici, K), its variation 

is written as 

jf«^=jfk(sT
+^e (mV dxi (3.29) 

The internal cross-sectional forces and moments that are conjugate to the generalized 

strains, twist rate, and curvatures are defined in the deformed frame as 
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8U\ 
d1) 

OK) 

au 
9-yn 

au 
29712 

au 
2S713 

= F = 

Fi 

F2 

F3 

au 
9KI 

au 
dn2 

au 
dK3 

= M = 

Mi 

M2 

M3 

(3.30) 

Noting that 5k = 0 since it is prescribed, the variation of K is obtained from Eq. 3.23 

as 

k' „T3V.T „ T » K ' ,- „T}V.T 
6K = -5CBhCBh - CBb5CBh + 5CBhkCBh + CBhk5CBb (3.31) 

The virtual rotations, 5ip, and the virtual displacements, 6q defined in the deformed 

frame are given by 

6ip = -SC^C1 (3.32) 

8q = CBh8uh (3.33) 

where the denned virtual quantities correspond to variation of a set of quasi-coordinates 

rather than actual physical coordinates unless they are expressed in the undeformed frame. 

Differentiating Eq. 3.32 with respect to x\ yields 

6$ = -5CBWCBh - SC^C1 (3.34) 

Using Eq. 3.23, Eq. 3.32, and Eq. 3.34 to simplify Eq. 3.31, as shown in Appendix B, 
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yields the compact intrinsic (no explicit dependance on physical displacement or finite 

rotation) form of the variation of the moment strain measures as 

5K = !$' + KH (3.35) 

Similarly, the variation of the generalized extensional/shear strain measures is derived 

from Eq. 3.27 as 

6j = 6CBb ( e i + u'b + ku b ) + CBb (tfu'b + k5ub) (3.36) 

Rearranging Eq. 3.27 as shown in Appendix B results in 

6CBh ( e i + u'b + ku b ) = 8CBhCBbT ( e i + 7) (3-37) 

Differentiating Eq. 3.33 with respect to x\ and then rearranging results in 

CBb6u'h = 5q - CBWCBhTJ^ (3.38) 

Substituting Eqs. 3.38 and 3.37 into Eq. 3.36 yields 

£7 = 5CBbCBbT (ei + 7) + Sq - CBb'CBbTJq~ + CBbk6uh (3.39) 

Rewriting Eq. 3.32 as, 5CBb = -JtpCBh, and Eq. 3.33 as, 6ub = 5~qCBbT, then substi­

tuting in Eq. 3.39 yields 

5j = - ^ ( e i + 7) + Sq rC
Bb'CBbrI^ + CBbicCBbTfcj (3.40) 

Invoking property B.7 in Appendix B of the skew-symmetric operator for the underlined 

term and Eq. 3.22 for the under-braced term yields the intrinsic form of the variation of 
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the average extensional strain measure as 

8~f = 8q + K8q + (ei + 7) 8tp (3-41) 

Substituting Eq. 3.30, Eq. 3.35, and Eq. 3.41 into the variation of the strain energy 

per unit length in Eq. 3.29 yields 

8U = 
/T T ~ T 

8q — <5q K — Sip (§1 + 7) F + 8 ^ - 8ipTK M (3.42) 

The variation of the kinetic energy is obtained in a similar fashion. Firstly, the veloc­

ity field of the cross-section is derived where the displacement due to elastic warping is 

neglected. The linear inertial velocity at the reference line of the deformed frame is 

V = C"b(v + u b + umb) (3.43) 

where v is the total inertial velocity of the undeformed frame, and u? is the inertial angular 

velocity of the undeformed frame. 

The inertial angular velocity of the deformed cross-section is 

n = - c B b c B h T + cBhu>cBhT 
(3.44) 

where the first term stems from the time derivative of the rotation operator CBb, and 

the second term is the angular velocity skew-symmetric operator of the undeformed frame 

transformed to the deformed frame using a similarity transformation. 

The inertial velocity of a material point, TO, on the cross-section in the deformed frame 

is then 

V + ft£ (3.45) 
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where £ is the position vector of the material point, m, in the deformed cross-section 

relative to the reference point such that 

€ = 

o 

X3 

The kinetic energy per unit length is then 

r 
1 

V ^ p(x2,x3)V* 

where p(x2,xs) is the material density. 

As demonstrated in Appendix B, the kinetic energy is then written as 

T = i ( T O V T V - 2ftTVra£ + nTiCt) 

(3.46) 

(3.47) 

(3.48) 

where the mass per unit length TO, the first mass moment of inertia per unit length m£, 

and the second mass moment of inertia per unit length i are defined as 

m <P) 

^ = <£P> 

« = </ t f T £i -« T )> (3.49) 

The variation of the kinetic energy can now be written as 

/ ST dari = / 
Jo Jo "•(£)+«*(£ dxi (3.50) 

where the generalized sectional linear momentum, P , and the generalized sectional angular 

100 



www.manaraa.com

Chapter 3: Intrinsic Active Rotor Systems 

momentum, H, that are conjugate to the linear and angular velocity respectively are 

denned in the deformed frame as 

dV 

dT_\ 

an) 

dVx 

dT 
dV2 

dT 

av3 

= p = 

Pi 

p2 

Pz 

an 
9f2i 

dT 

an2 
ar 

= H = 

Hi 

H2 

H3 

(3.51) 

Taking the variation of Eq. 3.44 yields 

Sti = -SCBbCBhT - CBb5CBhT + 8CBhu>CBbT + CBhQ5CBhr (3.52) 

Taking the time derivative of the virtual rotation in Eq. 3.32 leads to an expression 

that is similar to Eq. 3.34 with the spatial derivative replaced by the time derivative. Also, 

making use of Eq. 3.44 followed by algebraic manipulations that are quite similar to the 

ones employed to derive Eq. 3.35, leads to the variation of the generalized angular sectional 

speed in the simplified form 

5SI = 6ip + Cl5ij) 

In similar fashion, taking the variation of Eq. 3.43 yields 

(3.53) 

Bb 5V = 5CBb(v + u b + wub) + Cab (<5iib + u)£ub) (3.54) 

Replacing the spatial derivative by the time derivative in Eq. 3.38 leads to the time 
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derivative of the virtual displacement, which along with Eq. 3.43, can be used to yield the 

simplified form of the variation of the generalized linear sectional speed as 

8V = 6q + n5q + V5ij> (3.55) 

Substituting the variations of Eq. 3.53 and Eq. 3.55 into the variation of the kinetic 

energy per unit length in Eq. 3.50 yields 

-T;=. 
<JT= <Jq - i q f l - i f V P + U ^ -5lf) il H 

rT = 
(3.56) 

The virtual work per unit length of body forces, f, and moments, m, is simply 

8W= f (<JqTf + <tyTm) d n (3.57) 

Finally, the action term due to forces and moments applied at the ends of the beam as 

well as inertial forces and moments is 

5A = ( (<5qTP + «J^TH) dxi |g - [2 (SqTF + 8ipTM\ \l
Q dt (3 58) 

where the hatted symbols refer to boundary terms. Some authors drop the first term in 

Eq. 3.58 from the derivation at the outset, since it does not contribute to the final result; 

however, when variational integrators are investigated, the term was found to be essential 

for numerical stability [134]. 

Substituting Eq. 3.42, Eq. 3.56, and Eq. 3.58 into Eq. 3.28 yields 

/ 2 / 1 ( ̂ - ~ ̂ ^ ~ 6^T^j P + faT - 5^Tn ) H 

5q - Sq K - Sip (§i + 7) F 8^ - 5ipTK 

(3.59) 

M 

102 



www.manaraa.com

Chapter 3: Intrinsic Active Rotor Systems 

T T 
+5q f + Stp m } dxidt = f (<5qTP + 8ipTH) |g dxi- f2 (8qTF + Sx^MJ \l

0 dt 

The double underlined terms in Eq. 3.59 are integrated by parts in time while the single 

underlined terms are integrated by parts in space to yield 

/ 2 / {̂ qT (F' + KF + f - P - np) 

+fo£T M' + KM + (ei + 7)F + m - H - f i H - V P } 

(3.60) 

dxidt 

f 
Jo 

o 

<5qT(P-P) + (ty>T(H-H) 1*2 dxi 
Ju 

5 q T ( F - F ) + ^ T ( M - M ) dt 

o 

where the under-braced term is zero since the virtual quantities vanish at the beginning 

and at the end of the path while in the case of over-braced ones, the quantities F and M 

assume the values of the boundary hatted terms at I and 0. 

Since the virtual quantities, 8q and dtp, are arbitrary in Eq. 3.60, the intrinsic dynamics 

equations of a moving beam are then 

F ' + K F + f = P + ftP 

M' + K M + (§i + 7) F + m = H + f t H + V P 

(3.61) 

(3.62) 

To complete the formulation [135], Eq. 3.27 is differentiated with respect to time while 

Eq. 3.43 is differentiated with respect to x\ to yield 

7 = CB b ( e i + u'b + ku6) + CBb(ii; + kuft) (3.63) 
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V' = CBb '(v + iib + wub) + CBb(v' + u'b + w'ub + u>u'b) (3.64) 

Subtracting Eq. 3.63 from Eq. 3.64 yields 

V' - 7 = CBb '(v + u b + i iub) + CBb(v' + u'b+ 
(3.65) 

u>'ub + a>u'b) - C B b ( e i + u'b + ku6) - CBb(u'b + ku6) 

Performing a series of algebraic manipulations given in Appendix B yields 

7 = V + KV + (7 + §0 (3.66) 

Furthermore, differentiating Eq. 3.23 with respect to time while differentiating Eq. 3.44 

with respect to X\ yields 

k = -C B b 'C B b T - CBb 'CBbT + CBbkCBbT + CBbicCBbT (3.67) 

Ci' = -C B b 'C B b T - CBbCBb 'T + CBb'u;CBbT + CB ba/CB b T + CBbwCBb 'T (3.68) 

Subtracting Eq. 3.67 from Eq. 3.68 and simplifying, as demonstrated in Appendix B, 

leads to 

n' - h = Cl (ii + k\ - (k + k\ & (3.69) 

Invoking property B.10 in Appendix B of the skew-symmetric operator for the right 

hand side of Eq. 3.69 yields 
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k = -nK + n (3.70) 

Finally, invoking property B.7 in Appendix B of the skew-symmetric operator yields 

k = ft' + KCt (3.71) 

The set of equations composed of Eqs. 3.61, 3.62, 3.66, and 3.71 represent the intrinsic 

dynamics equations of initially curved and twisted moving beams. 

In this investigation, the secondary variables 7 , K., P , and H are expressed in terms 

of the primary variables F, M, V, and $~2 using the cross-sectional constitutive relations 

developed and discussed in Chapter 2, i.e., 

7 

P 

H 

R S 

ST T 

D Q 

-Q I 

F 

M M(°) 

V 

(3.72) 

(3.73) 

where the 3 x 3 submatrices R, S, and T are constructed from the asymptotically-correct 

Timoshenko-like cross-sectional stiffness matrix or an extended 4 x 4 classical-like one. The 

asymptotically-correct 6 x 1, or the extended 4 x 1 active traction vector whose entries are 

denoted by the superscript 'a' is due to any embedded active material in the beam such 

as MFCs or shape memory alloys. The 3 x 3 submatrices D, Q, and / represent the mass 

per unit length, the offset of the cross-sectional mass centre from the beam reference line, 

and the cross-sectional mass inertia terms respectively. 

The conditions under which the extended 4 x 4 classical-like stiffness matrix and the 

extended 4 x 1 actuation vector can be used in place of their corresponding 6 x 6 and 
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6 x 1 counterparts were discussed in Chapter 2. If it is decided to use the 4 x 4 stiffness 

matrix, then the elements corresponding to the shear stiffness/flexibility are filled with 

zero elements in the flexibility matrix and the actuation vector. 

An explicit expression of the linear 2-D cross-sectional inertia matrix is given by 

m 

0 

0 

0 

mx3 

—fflX2 

0 

m 

0 

—fhxz 

0 

0 

0 

0 

m 

fhX2 

0 

0 

0 

—fhx3 

fflX2 

h 

0 

0 

mxz 

0 

0 

0 

h 

hz 

—mx 

0 

0 

0 

hz 

h 

where x2, %3 is the location of the mass centre relative to the beam reference line; Ji = h+h 

is the cross-sectional moment of inertia per unit length about the xi axis; h is the cross-

sectional moment of inertia per unit length about the x2 axis; Is is the cross-sectional 

moment of inertia per unit length about the x3 axis; and 723 is the cross-sectional product 

of inertia per unit length. 

3.4.1 Intrinsic Structural Damping 

In order to include structural damping in the geometrically-exact intrinsic beam element 

formulation, the terms representing the externally applied loads f and m, which stem from 

the virtual work of the nonconservative forces, in Eqs. 3.57, 3.61, and 3.62 are separated 

into the structural damping loads and other external loads, where the damping loads are 

proportional to the rate of change of strains such that 

D Q 

-Q I 
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-
u 

md 

oc — 

-
7 

k 
=^ 

u 
md 

= - C 

~ 
7 

k 
(3.75) 

where id and md are the damping force and moment vectors per unit volume, and C is the 

damping matrix. 

Assuming Rayleigh structural damping in the beam, the damping proportionality ma­

trix is written in terms of the mass and the stiffness matrix such that 

C = fj 
D Q 

-Q I 
+ 5 

R S 

ST T 

- 1 

(3.76) 

where the parameters f) and 6 control the level of damping of the low and high frequency 

modes respectively [136]. 

Using Eq. 3.72 to rewrite Eq. 3.75 in terms of the primary variables, Eq. 3.76 is em­

ployed to express the structural damping per unit length as: 

D Q 

-Q I 

R S 

ST T 
+ 5A 

x6 

F 

M 

J N 

B W 

F 

M 

(3.77) 

where A^ is the 6 x 6 identity matrix. 

Substituting Eqs. 3.72, 3.73, and 3.77 into the four intrinsic equations given in Eqs. 3.61, 3.62 

, 3.66, and 3.71 yields the intrinsic dynamics equations of a moving active beam with initial 

twist and curvature in terms of the primary variables as 

(D • V + Q • Si) - J F - JVM + F ' + [ST • (F - FM) + T • (M - MW) + k] • F (3.78) 
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+f - £1 • (D • V + Q • fi) = 0 

- ( - Q - V + / - j i ) - B F - W M + M / + [ 5 T - ( F - F ( ° ) ) + ^ ( M - M ( a ) ) + k]-M (3.79) 

+ [d + R • (F - F W ) T S • (M - M<a>)] • F + m - S7 • (-Q -W + I-il) 

-V(D-V + Q-n) = 0 

-(ST • F + T • M) + V + (ST • F ( o ) + T • M (o)) (3.80) 

+ [ S T . ( F - F W ) + r ^ ( M - M W ) + k ] . O = 0 

-(R-F+S-M)+V'+(R-F^+S-M^) + [ST • (F - F(°>) +T^{M - MW) + k]-V (3.81) 

+[e! + R • (F - FW)~f S • (M - MW)] • ft = 0 

The compactness and the symbolic nature of the above equations is contrasted to 

conventional nonlinear passive beam equations that usually take several pages to write. 

3.4.2 Intrinsic Conservation Laws 

Conservation/invariant laws are important in nonlinear elastodynamics in order to assess 

the feasibility of a proposed time marching scheme and check for potential errors in the 

solution. Furthermore, they may be used to develop adaptive solution schemes in time. To 

carry out potential numerical assessments, the passive and undamped problem is usually 

of interest. As outlined in [135] and expounded herein, the derivation of two intrinsic 
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conservational laws for moving beams with initial twist and curvature starts from the 

definition of the kinetic and elastic energy per unit length as 

r 

u 

1 

2 

1 

2 

-
V 

Vt 

-

7 

K 

T 

T 

-
D Q 

-Q I 
- i 

R S 

ST T 

-

- l 

-
V 

Q 

-i 

7 

AC 

(3.82) 

Pre-multiplying Eq. 3.61 by V T and Eq. 3.62 by fiT , then adding them, and finally 

integrating them along the beam span and from time t\ to time t2 yields 

I2 I { v T f e + KF + f -E- fJP) +n T [M̂  + KM + (ei + 7)F + m (3.83) 

-H - ftH - VP } dx id t= 0 

Expanding and integrating the underlined terms by parts in space and the double 

underlined ones in time yields 

/ 2 / {-V/TF - O^M + VT (KF + f) + flT [KM + (ei + 7) F + m] } 

+ / 2 (V T F + ftTM) dt\l
0 dt 

+ f2 f I VTP + ̂ TH - VTf2P - Q^gH-flTVP I dxidt 

drridt 

(3.84) 
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- f (vTP + ftTH) \\\ dn = o 
Jo 

The underlined terms cancel each other out because of property B.7 in Appendix B 

of the skew-symmetric operator. Similarly, the under-braced term is zero due to another 

property, B.6, of the skew-symmetric operator. The double underlined term is rewritten 

as 

- J' (VTP + fiTH) \H dn = -\f (VTP + ftTH) \H *xi-\ f f (VTP + ^ H ) * dt 

(3.85) 

where the bullet superscript implies time differentiation of a whole expression. 

As demonstrated in Appendix B, the second term of Eq. 3.73 can be written as 

rl rtv t-i. rl ~\ / r (yTp+"TH^ mxi=~ /2 / (v T p +"T H) dxidt 
(3.86) 

Substitution of Eqs. 3.86, and 3.85, and the kinetic energy expression of Eq. 3.82 into 

Eq. 3.84 yields 

r>*2 rl 

I ; I { - V ' T F + V I K F + f »/T o^M + rv KM + (ei + 7) F + m } dxidt (3.87) 

+ f2 ( V T F + nTM) dt\l
0 - f r dxi = o 

Jt! JO 

Using Eqs. 3.66 and 3.71 to eliminate V and Q' respectively in Eq. 3.87 produces a 

series of obvious cancelations, rendering Eq. 3.87 to read 
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f 2 f { - 7 T F - kTM + VTf + fLTm} dxidt (3.88) 
Jti Jo 

+ [ 2 (VTF + QTM) dt\l
0 - [ TdXl = 0 

Jti Jo 

Similar to the derivation of Eq. 3.86 and from the constitutive relation of Eq. 3.73 one 

can write 

f 2 / - 7 T F - kTM dxidt = [ -U dri |g (3.89) 

Jti Jo Jo 

Substitution of Eq. 3.89 into Eq. 3.88 yields the final sought form of the intrinsic 

conservation law 

/ 2 f {VTf + nTm} dxtdt + f 2 (V T F + nTM) dt\l
Q = f (T + U) d n l g (3.90) 

Jti Jo Jti Jo 

Eq. 3.90 states that for a time interval between t\ and £2, the work done by the applied 

body forces, which is represented by the first term on the left hand side, plus the work 

done by the forces at both ends of the beam, which is represented by the second term on 

the left hand side, equals to the change in the total mechanical energy of the system in 

that time interval. 

In a similar fashion, a second intrinsic conservation law, which expectedly reflects the 

impulse-momentum principle, is derived by pre-multiplying Eq. 3.61 by (ei + 7) and 

Eq. 3.62 by K T then adding them followed by integration along the beam span and from 

time £1 to time £2 to yield 
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«t2 A 

12 f {(ei + 7)T (lL + KF + f - £ - J7P) + K1 M' + K M + (§1 + 7) F + m 

(3.91) 

- H - f t H - V P j j dxidt = 0 

Similar to the derivation of the first conservation law, the underlined terms are inte­

grated by parts while utilizing the constitutive relations in Eq. 3.72 to give 

(3.92) J 2 J [7
TP + «TH + (6l + 7 ) T (f ~ OP) 

+ K T (xn-flH- VP)1 dxxdt + I * (e jF + k T M + U) dt\l
Q 

- / [ ( e i + 7 ) T P + K T Hl da?i|g = 0 
Jo L J 

Using Eq. 3.66 and Eq. 3.71 to eliminate 7 and k respectively in Eq. 3.92 yields the 

desired form of the generalized impulse-momentum conservation law 

/ 2 / f (ei + 7 ) T • f + « T • ml dx!dt+ I" (eJ-F + U + T) 
Jti Jo L ^ Jti 

dt (3.93) 

Jo 
( d + 7) • P + « T • H dxi 

<2 

The first term on the left hand side of Eq. 3.93 represents the impulse of the applied 

body forces and moments while the second one relates to the impulse at the ends of the 

beam. The term on the right hand side represents the change in generalized momentum 

over the time interval. 
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3.5 Intrinsic Multibody Formulation of Active Rotor 

Systems in a Non-Inertial Frame 

The presented intrinsic dynamics equations are sufficient to model hingeless active rotor 

systems like the one shown in Fig. 3.3. However, in order to be capable of modelling 

more general rotor blade system configurations, like the fully articulated one shown in 

Fig. 3.4, the intrinsic model must be augmented with the corresponding dynamics model 

of the articulation mechanism. Moreover, the operation of the rotor system from the non-

inertial frame of the ship as idealized in Fig. 3.5 must be accounted for. If one idealizes 

that the articulation joints to be simple revolute joints, which is a realistic assumption, 

then the nonlinear intrinsic dynamics model of the articulation mechanism based on the 

Newton-Euler formulation expressed in the body frame is 

6 ^ + a (*2 'SF l 'SM l 'SF 2 'SM 2 ) = 0 (3-94) 

where the state vector X2 is composed of the inertial angular and linear velocities at the 

centre of mass of the articulation rigid flap and lead-lag links in the body frame denoted 

with the subscripts 1 and 2 respectively such that 

Xo = 
i T 

Oi V i Q2 V 2 
(3.95) 

and the 12 x 12 coefficient matrix C and the vector Q are given by 
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h 

03x3 

03x3 

03x3 

03x3 

m ^ 3 x 3 

03x3 

03x3 

03x3 

03x3 

h 

03x3 

03x3 

03x3 

03x3 

m2A 
x3 

Q = 

n i i i f i i - c ^ n i - E M i 

n i m i V i - D F i 

f2 2 l2^2 - Clead-lag^2 ~ X) M 2 

n2m2V2-EF2 

(3.96) 

where Ii, mi, I2, and m2 are the mass inertia tensor and the mass of the flap and the lead-

lag links respectively, while Cfiap and ciead-iag are the flap and lead-lag viscous damping 

coefficients respectively. 

Moreover, ]T}Mi, J ^ i , ^ M 2 , and Y1^2 are the resultants of the external forces and 

moments acting on the flap and lead-lag links resulting from gravitational forces, backlash 

forces, forces and moments from the flexible blade, and finally the joints' reaction forces 

and moments. 

Rigid 
Offset 

± • < 

Q ^ M 

_ t - - . - ^ I J 

• ^ 7 ^ s ^ " 

~ | ^ j — 

Figure 3.3: Top view of hingeless rotor system. 

The state variables in Eq. 3.95, which are the time derivatives of a set of quasi-

coordinates, are related to the angular velocities of the joints and the hub through the 

following driving kinematic constraints 
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Figure 3.4: Top view of fully articulated rotor system. 

Figure 3.5: Simple and representative multibody dynamics model of the hub system 
in the non-inertial frame of a moving ship. 

v2 

CK^cn°scSInship + cn^nhub + nflap (3.97) 

C*lR°Va + S^IW (3.98) 

c^^cn^cnoScSInship + cn^cn^°nhvb + cn^nflap + ulead_lag{zm) 

pn2Tti Vi + fil (R/l — Rcml) + n2R, •cm.2 (3.100) 

where ft/iap is the flap hinge angular velocity, Ctiead-iag is the lead-lag hinge angular ve-
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locity, Qhub is the hub angular velocity, and £lshiP is the ship angular velocity in the ocean 

frame, Ro is the flap hinge position vector in the hub frame 7Zo, Rn is the lead-lag joint 

position vector in the flap link frame IZi, Rcmi is the centre of mass position vector of the 

flap link in the Tl\ frame, R^2 is the blade root position vector in the lead-lag link frame 

1Z-2, Rcm2 is the centre of mass position vector of the lead-lag link in the 7£2 frame, CUxn° 

is the transformation matrix from the T̂ o to the TZX frame, Cn2lZl is the transformation 

matrix from the H\ to the 7£2 frame, C7^05 is the transformation matrix from the ship 

frame S to the hub frame, CSI is the transformation matrix from the inertial ocean frame 

/ to the ship frame, and the velocity Vz is defined as 

V z - Cn°sVh + ( f i ^ + C*^cSInship)B« (3.101) 

where V^ is defined as 

Vh = CSIVshi/p + C^fChip (RHR + RHB) (3.102) 

where VshiP is ship linear velocity in the ocean frame, and the position vectors HHR and 

R H B being defined in Fig. 3.5. 

The root of the flexible blade will then have the following linear and angular velocities 

that give the necessary time varying essential boundary conditions 

Vv, = C ^ 2 V2 + n2(R / 2 - R ^ ) + C ^ f i a R w i (3-103) 

Ovi = CMnm2 (3.104) 

where R^i is the position vector of the beam reference line relative to the point of attach­

ment of the articulation mechanism, and C^n2 is the transformation matrix from the 7£2 
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frame to the blade root frame M , which normally varies as the blade pitch angle setting 

changes, as shown in Fig. 3.6. 

Articulation " - \ Xjn 
Mechanism \ t 

Attachment \ 
Beam 

Reference 
Une 

Figure 3.6: Articulation point of attachment relative to the beam reference line. 

The constraints of Eqs. 3.97-3.100 can be added to the set of equations used to solve 

the dynamics model of the articulated rotor system, which is known as the augmented 

formulation in the multibody dynamics literature, or used to eliminate the dependent 

angular and linear accelerations in Eq. 3.94, which precedes the embedding technique. The 

latter is adopted in this formulation to rewrite Eq. 3.94 in terms of the independent angular 

velocities £lfiap and Qieod-iag, although it is not widely used in multibody dynamics [137]. 

In this formulation, the joint reaction forces and moments of the links that are embedded 

in the Q vector in Eq. 3.96 are unknowns and have to be calculated along with the other 

unknowns that are grouped as such 

X Fi l l Mfl i ftfiap FR2 M.R2 flleadJag (3.105) 

where F^!, M#i, FR2, and ~MR2 are the joint reaction forces and moments of the flap and 

the lead-lag links respectively. 

Furthermore, the simple revolute joints chosen to model the articulated rotor blade 

system impose the following additional joint constraints on the unknowns 
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x = o (3.106) 

where e2 = [ 0 1 0 ]T , e3 = [ 0 0 1 ]T , and e0 = [ 0 0 0 ]T-

This provides a set of nonlinear intrinsic equations that can be used to model the 

articulated rotor blade system presented. The symbolic nature of the above presented 

development is noted at this point. Other configurations of blade articulation can be easily 

incorporated with the above development. For example, a universal joint articulation is 

simply represented by one link attached to the hub with a state vector of 

X FBI M B , Q Rl i v l R l * If lap/lead-lag 

with the joint constraints being 

e0 ej 

p T p T p T e 0 ^2 e 0 

e 0 e 3 e 0 

x = o 

Similarly, for a flap-articulated rotor the joint constraints are 

(3.107) 

(3.108) 

eo x = o (3.109) 

eo 
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3.5.1 Backlash Modelling 

To prevent excessive blade drooping at low hub rotational speeds due to lack of centripetal 

stiffening, stops are added to hold the flap hinge from drooping or flapping beyond certain 

angle settings as indicated in Fig 3.7. Various approaches have been used by different 

researchers to calculate the impact forces of the backlash during contact of the flap hinge 

with the flap/droop stops. An early investigation was done by Newman [11], where the 

stops were modelled as a spring with high stiffness. Keller and Smith [58] performed fur­

ther theoretical analysis, where the forces of the droop stop impact were modelled using a 

torsional spring and damper combination that is activated under certain conditions. Ad­

ditionally, experimental validation was performed to establish a benchmark for validating 

the theoretical analysis. Bottasso and Bauchau [29] also tackled the problem of back­

lash in articulated rotor systems more thoroughly and the results of their analysis were 

successfully validated against the experiments of Keller and Smith to further add to the 

validation of DYMORE. 

In this work, the Voigt-Kelvin viscoelastic model is used to calculate the backlash elastic 

and dissipative forces during impact due to its simplicity, despite its limited physical valid­

ity in terms of representing the actual behavior of the contact forces during impact [138]. 

According to Fig. 3.7, the phenomenological forces during impact are 

Fimpoct = (fc • a • e§) + (-c-o-ejj) (3.110) 

elastic component dissipative component 

where the symbol § runs from 1 to 2, a is the penetration distance due to impact, k is 

the linear spring stiffness, and c is the viscous damper damping coefficient. The latter two 

quantities are assumed to be given. 

Based on the geometry in Fig. 3.7, the penetration distance a is calculated based on 

the assumption of small penetration angle as 
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Q> - ^ § I Y flap/droop ^ f l a p hinge (3.111) 

where Qfiap hinge is the post-processed flap hinge angle during an impact event. 

The rate of change of the penetration distance is approximated using a suitable finite 

difference scheme. Naturally, the flap and the lead-lag links are subjected to these backlash 

forces where similar model is used for the lead-lag link. 

,«\ 

• • > ' 1 

I 
: W 

a(t) 

T 
Kelvin-Voigt Model Representation 

of Droop/Flap Stops 

Nf 

Figure 3.7: Droop/flap stops mechanism attached to the flap link, and the stops 
viscoelastic model used to evaluate impact forces. 

3.6 Implementation 

The cross-sectional theory of active rotor blades developed in Chapter 2 and the intrin­

sic geometrically exact flexible multibody model of active rotor systems outlined in this 

chapter were implemented using the MATLAB® scientific programming language. The 

imported experimental ship airwake module was written in FORTRAN90 and had to be 

interfaced with the developed MATLAB code through gateway functions. The imple­

mentation of the code is pictorially detailed in Fig. 3.8. A time adaptive strategy is 

implemented, where the time step is refined when the implemented solution strategy fails 
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to converge or when an impact with the blade limiters/stops is anticipated. The latter is 

needed due to the high frequency modes associated with impact problems. The software 

is then compiled into a stand-alone executable. 

3.7 Future Recommendations 

Further investigations are still needed before the geometrically exact flexible multibody 

model is generalized for larger models that are not necessarily rotor systems. The tech­

niques and algorithms that are being continuously developed to model multibody systems 

can still be applied to the intrinsic model herein to'reduce computational costs and pro­

vide more efficient and compact mathematical formulations. Additionally, other reducible 

structural members like shells and plates are still to be incorporated to provide more com­

plete modelling capabilities of maritime helicopters. However, intrinsic formulations tend 

to shield the physics of the problem that reveal interesting features and special relations 

between the state variables. Finally, some investigators argue that the fixed pole formula­

tion is more suitable for multibody systems modelling than the body fixed frames approach 

presented herein [139] and the debate is not yet resolved. 
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Figure 3.8: Detailed block diagram of the implementation of developed models to 
simulate active rotor systems. 
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Solution of the Intrinsic and 

Geometrically-Exact Model of Active 

Rotor Systems 

4.1 Overview of Chapter 4 

In this chapter, a solution strategy to solve the models developed in the preceding chapters 

in the time domain, and consequently the frequency domain through Fourier transform, is 

proposed. The solution strategy is shown to retain all of its desirable characteristics dis­

played in the linear regime of unconditional stability, numerical consistency and accuracy, 

and high frequency algorithmic dissipation. The results reinforce the established notion 

that the form of the nonlinear elastodynamics model plays a critical role in determining 

the suitability of a time integration scheme for the problem at hand. 
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4.2 Overview of Numerical Solution of Nonlinear Elas-

todynamics Models of Multibody Systems 

The models developed in Chapters 2 and 3 led to a set of nonlinear partial differential 

equations in space and time. Given the appropriate boundary conditions and initial val­

ues, a solution in time, and consequently the frequency domain, is required. However, 

any proposed solution strategy must be capable of handling the challenges posed by the 

nonlinear problem in addition to demonstrating accuracy and numerical consistency. As 

briefly noted previously, intrinsic formulations of multibody systems have the advantage of 

expressing the model equations without the explicit appearance of rotational or displace­

ment variables, and Newton-Euler equations of motion are examples of the intrinsic form 

of the equations of motion of rigid bodies. This offers a compact and weak set of partial 

differential equations that can be solved for the selected state variables using a suitably 

designed integration scheme, while obtaining the rotational and displacement variables 

in a post-processing step. Consequently, the order of nonlinearities is reduced in intrin­

sic formulations, which eases some stringent requirements on the solution methodology. 

In contrast, mixed formulations have the rotational and the displacement variables and 

their derivatives appearing explicitly in the equations of motion in addition to other state 

variables. Generally, investigation into robust and efficient numerical solutions of geomet­

rically exact intrinsic formulations is still lacking as is their integration into multibody 

dynamics software. 

Nonlinearities in the equations of motion have been recognized as being responsible for 

exciting the high frequency modes with the attentive interchange of energy with the lower 

modes. In addition to the inaccuracies introduced in the solution in terms of artificially 

adding energy into the system, these high frequency modes hinder the convergence pro­

cess. Energy decaying schemes have been proposed to solve the nonlinear finite element 
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problems encountered in flexible multibody dynamics due to their attractive characteristic 

of attenuating high frequency components in the solution and imposing an algorithmic 

bound on the total energy of the system in the absence of external loads. Therefore, the 

unconditional stability of the scheme in the nonlinear regime can be established. However, 

recently a review of the advantages and drawbacks of these specifically tailored schemes 

reported and highlighted the critical importance of the form of the governing equations 

in determining the suitability of an energy decaying scheme for certain nonlinear prob­

lems [140]. 

Gobat and Grosenbaugh [141, 142] proposed a first order generalized-a scheme based 

on the second order one developed by Chung and Hulbert [143]. Their target application 

was solving the mixed nonlinear dynamics formulation of cables and chains with emphasis 

on ocean mooring applications. Apparently, the development of the first order method was 

also done in parallel by Jansen et al. [144] to solve the Navier-Stokes equations with spatial 

finite element discretization. The derived first order method was also a one parameter fam­

ily (the spectral radius at infinity p<x>) that controls the high frequency content within the 

resolution level (for linear problems). This was achieved by imposing certain constraints 

on the eigenvalues of the amplification matrix (of the linear problem) to achieve second 

order accuracy and to prevent bifurcation. Both of these studies have been successful 

in showing that the salient features of the method demonstrated for linear problems are 

inherited in their respective nonlinear problems. 

Rotor blade systems have traditionally been a numerical challenge in structural dy­

namics and represented a test platform for numerical space-time integration methods of 

nonlinear elastodynamics models. This is mainly due to the nonlinearities, gyroscopic 

terms, structural coupling, and the attentive numerical stiffness encountered. Some of 

these problems are further amplified in advanced composite blades with advanced de­

sign topologies. Within the community of flexible multibody dynamics, the generalized-a 
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method is sometimes viewed as a classical approach in structural dynamics that loses its 

desirable algorithmic characteristics demonstrated in the linear regime when applied to the 

nonlinear one, especially since it is generally tailored and does not take into account the 

details of the equations of motion [140]. This may be the case when the method is applied 

to, for instance, a mixed formulation of an elastodynamics model where the nonlineari-

ties are more complex as discussed earlier. However, an appropriate reformulation of the 

equations of motion into a suitable intrinsic form may render a scheme that was deemed 

unsuitable before the reformulation suitable henceforth. The purpose of this chapter is to 

demonstrate the suitability of the first order generalized-o; method, which has the typical 

features of an energy decaying scheme, to solve the geometrically-exact model of rotor 

systems in its intrinsic form in an almost symbolic sense. 

4.3 Setting up the Problem 

Starting from a problem that has an apparent mathematical structure similar to the one 

at hand, the mixed nonlinear dynamics model of a two-dimensional, inextensible, perfectly 

flexible cable is given by [141]: 

<9Y <9Y 
M — + K — + F{Y, s, t) = 0 (4.1) 

where s is the Lagrangian measure of length along the unstretched cable, t is the time, and 

the state vector Y is composed of the four state variables of the model that are tangential 

and normal velocity, u and v, tension T, and inclination from the vertical (j> such that 

T u v 

and the matrices M, K, and T are given by 

T 

(4.2) 
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M 

0 m 0 —mv 

0 0 TO mu 

0 0 0 0 

0 0 0 - 1 

K 

- 1 0 0 0 

0 0 0 -T 

0 1 0 -v 

0 0 1 M 

T 

mg cos 4> 

—mg sin <f> 

0 

0 

(4.3) 

where g is the acceleration due to gravity, and m is the mass per unit length. 

It is duly noted at this stage that the coefficient matrices M and K are dependent 

on the state variables of the model. The geometrically exact intrinsic model of initially 

twisted and curved moving beams in Eqs. 3.78, 3.79, 3.80, 3.81 can be rewritten in a matrix 

form as 

A V + B ^ r 1 + Z{XU f, m, F<a>, M ( a ) , F ( a ) , M<a>) = 0 
at ox i 

(4.4) 

where the state vector X\ is composed of 

# i = F M V n (4.5) 

if the 3 x 3 zero and the identity submatrices are denoted by 03*3 and A 3 x 3 respectively, 

the 12 x 12 matrices A and B are simply 

J N D Q 

B W -Q I 

S T 03x3 03x3 

R S 03x3 03x3 

^3x3 03X3 03x3 03X3 

03x3 ^3x3 ^3x3 03x3 

03x3 03x3 03x3 A c x3 

03x3 03X3 A 3 x 3 03X3 

(4.6) 

and the 12 x 1 vector Z contains the rest of the terms in Eq. 3.78 through Eq. 3.81 and is 
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not shown here for brevity. The actuation vector components and their time derivatives 

are assumed to be prescribed at all times. 

When the intrinsic beam dynamics model in the form of Eq. 4.4 is compared to the 

mixed dynamics model of chains and cables in Eq. 4.1, the apparent mathematical struc­

tures are similar; however, the similarity ends at this point. Most importantly, unlike the 

coefficient matrices of the cables/chains mixed dynamics model, the coefficient matrices of 

the intrinsic beam model shown in Eq. 4.6 do not depend on the state variables in Eq. 4.5, 

and in fact they are constant in time. This will have an implication on the integration 

scheme and its stability as shall be discussed subsequently. 

The model that is compactly written in Eq. 4.4 is coupled with the models of other 

members of the multibody system succinctly contained in Eq. 3.94. 

4.4 Problem Discretization (Shape Functions) 

The weak form of the beam intrinsic dynamics model in Eq. 4.4 makes it possible to choose 

simple spatial shape functions to interpolate the state variables within a beam element. 

Patil and Hodges [145] used C° shape functions within the element that is related to the 

nodal values through the midpoint rule as shown in Fig. 4.1 where 

n = i +
 2

k i + i (4.7) 

where overbarred quantities are used to denote quantities at the midpoint of the beam 

element, the superscript is used to denote the temporal index, and the subscript is used 

to denote the spatial/element index. 

Furthermore, the spatial derivative of the kth element is given by 

X? = CfcX*A
+1 ^ (4.8) 
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• AX# • 

x!+1 W XiJ+1 

Figure 4.1: Space-time discretization of the blade into n beam elements. 

where 0% is the transformation matrix from the right node frame to the left node frame 

of the beam element for beams with broken reference lines defined in Chapter 3, and Axk 

is the length of the kth element. 

Shape functions similar to the aforementioned interpolating functions are adopted for 

this work. Choosing higher order shape functions would increase the resolution of the 

solution but this can be compensated for by increasing the number of elements using 

simpler shape functions. 

The spatial derivative of the kth element in Eq. 4.8 can be expressed in terms of the 

midpoint values of the other elements and the right or left boundary conditions respectively 

through the sums 

X? + 1 -X j _ -2Xfc + 4 r^+1->* ,4X fc+i - 47fc
2

+2^fc4Xfc+2 - + C^:n^k(-l)m-14Xn + Cl™^k(-l)m2Xn+i 
Azfc — Axk 

(4.9) 

m = n — k + 1 
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*j+1-xj 
Az fc 

2Xfc 
H:fc-l-+fc 4Xfc- + Cri%-^K1Xk-2 ••• + q i : 2 ^ f c ( - l ) ' n - 1 4X2 + Cf' :1->fc(-l)m2X'i ->H:k-2—>kA 

•'k-2 

m 

Azfc 

fc+1 

(4.10) 

where X„+i and Xi are the right and left boundary conditions of the beam respectively, 

Qir-.n->k j g ̂ e transformation matrix from the right node frame of the nth element to the 

left node frame of the kth element, and C[':1~^fc is the transformation matrix from the left 

node frame of the first element to the right node frame of the kth element. 

The expressions in Eq. 4.9 and Eq. 4.10 can be used to eliminate the nodal quantities 

from the resulting discrete ordinary differential equations or to write the boundary values 

in terms of the midpoint values. 

Based on the discretization discussed above and illustrated in Fig. 4.1, and using the 

rectangular and the trapezoidal quadrature to approximate the spatial and temporal inte­

grals respectively, the discretized form of the first conservation law is 

E [ w • i?-'>+n? • « r •>)+(v™-«. ? r > + c " • «=?-'>) A*. 
-At+ 

(yTJ • FJ + n?' • M: 
V ' V i) + (yl TO-i) =Ki-i) , o T ( i - i ) Tf^O'-i) 

^-At 

(4.11) 

i ;=l 

J](r: + ^ ) A ^ 
z = l 

^=J 

« = J - 1 

Similarly the discretized and rearranged form of the second conservation law is 
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t { [(ei + %? • ? r X ) + " ? • S ? - x ) ] + [(ei + 7?"1>)T • f ? _ 1 ) + Sf«"x> • mf"1)] } Axff 

(ePt +UJ+ Tj) + (e^-1 } + Zff-1* + T ^ ) -
(4.12) 

« = i 

-Eta+^fpj+ieH; Ax2 

z = i 

«=J 

= 0 
v=j—l 

Satisfying these laws during the nonlinear transient simulation of beam dynamics is a 

necessary, but not sufficient, condition in establishing the accuracy of the solution [135]. In 

the absence of externally applied loads, an energy preserving/decaying integration scheme 

would imply that 

E(r"z+Wz)Ax2 
2 = 1 

v=J 

= CE 

v=j—l 

CE = 0 energy preserving 

CE < 0 energy decaying 
(4.13) 

The above mathematical statement, if satisfied, is a sufficient proof of the uncondi­

tional stability of an integration scheme for nonlinear problems. Depending on the form 

of the proposed integration scheme and the form of the equations, Eq. 4.13 can be shown 

to be satisfied analytically by simply substituting the scheme into the equation, or nu­

merically by running various test cases. Recently developed energy decaying schemes are 

specifically tailored to analytically demonstrate the algorithmic energy bound of Eq. 4.13 

as demonstrated in [146]. 

131 



www.manaraa.com

Chapter 4: Solution of Intrinsic Active Rotor Systems 

4.5 The Proposed First Order Generalized-a Scheme 

Similar to [141, 144], the following time marching scheme is proposed for the intrinsic 

geometrically exact beam model of Eq. 4.4 

(1 - am)AXlk + amKkul + (1 - ak)BX,lk + akBX^~1)+ (4.14) 

(1 - a f e ) z i ( ^ f c , f i , m i , F W ^ M ( ° ) ^ F ^ , M ^ ) + 

where 

and the second-order accurate one-parameter family is defined in terms of the amplification 

matrix Eigenvalue Value at Infinity (EVI) A°° as 

1 
am - oik + 7 = 2 

3A°° + 1 
a™ = 2 A ^ ( 4 1 6 ) 

A°° 
Oik 

A ° ° - l 

where for stability (in the linear problem) 

A ~ € [ - 1 , 0 ] =• ak<\ am<\ 7 > i (4.17) 

The asymptotic annihilation of the scheme is achieved for A°° = 0, while an energy 

preserving scheme is recovered for A°° = — 1, which is a variant of the midpoint rule as ex-
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pected. The Spectral Radius at Infinity (SRI) is defined in terms of the EVI as poo = |A°°|. 

Similar disctretization is performed for the intrinsic model of the rigid bodies that rep­

resent the articulation mechanism for rotor systems with full articulation, which is coupled 

to the intrinsic model in Eq. 4.14. The only difference would be the absence of the spatial 

derivative in the rigid body model. 

It is further highlighted at this stage that in the geometrically exact intrinsic dynamics 

model of the system, none of the coefficient matrices of the spatial or the temporal deriva­

tives are time dependent. In essence, the averaging of matrices technique that is usually 

applied to circumvent the conditional stability that arises when transferring an integration 

scheme from linear to nonlinear problems [141] is not required here due to the intrinsic 

form of the formulation. 

Eq. 4.14 results in a set of nonlinear algebraic equations that is to be solved for every 

time step. Standard techniques like the Newton-Raphson method and its variants can 

be employed to obtain a solution; however, a good initial predictor or a small time step 

is usually required to obtain a solution. The latter approach is not recommended, since 

the algorithmic damping of high frequency modes is proportional to the size of the time 

step, and varying it without care may cause spurious peaks in the solution as shall be 

demonstrated. 

4.6 Validation and Numerical Investigation 

The first set of examples to be investigated is based on the experimental aluminum blades 

with various tip sweeps, whose natural frequencies have been reported by Epps and Chan­

dra [147]. The blade sectional stiffness, mass-inertia constants, and length are given in 

Table C.l in Appendix C. The blades are initially cantilevered in a zero gravitational field, 

then they are suddenly subjected to the earth gravitational field and allowed to oscillate 
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about their static/dynamic equilibrium. Twenty five beam elements are used to uniformly 

discretize the beams. Three cases are examined: case 1(a) is a tip sweep angle of 5 = 0°, 

rotational velocity of Q = 750 revolution per minute (RPM), time step size of At = 10 - 3 

sec, EVI of A°° = -0.50; case 1(b) is 6 = 30°, Q = 0 RPM, At = 10"3 sec, A°° = -0.15; 

and case 1(c) 6 = 45°, Q = 0 RPM, At = 10"3 sec, A°° = -0.15. 

The flap displacement Us of the tenth element was analyzed using the Fast Fourier 

Transform (FFT) to obtain the first flap frequency. The displacement field and the rota­

tions parameters are obtained as a post-processing step as shown in Appendix C. Case 

(a) was run for a period of 10 sec and a rectangular window of 2 sec to 10 sec was used 

for the FFT analysis, while for the other two cases no windowing was used. The latter 

is due to the fact that the blade was jump started at the given RPM from the start, 

and given the modest algorithmic dissipation provided, some time should be given for the 

high frequency contents to be dissipated. The predicted natural frequencies versus the 

experimentally reported ones are presented in Table. 4.1. 

Table 4.1: Predicted first mode natural frequencies versus the experimental ones for 
examined hingeless aluminum blade cases. 

Case 
1(a) 
1(b) 
1(c) 

Predicted Frequency (Hz) 
13.61 
1.50 
1.50 

Experimental Frequency (Hz) 
14.70 
1.80 
1.85 

The success in terms of predicting the first flap natural frequency of the aluminum beam 

configurations demonstrated in Table 4.1 adds to the validity of the implementation, but 

it should not be surprising. Hodges et al. [148] used the mixed formulation in [133] to 

successfully predict the natural frequencies of the cantilevered aluminum and composite 

beam configurations reported in [147]. Nevertheless, the natural frequencies seem to be a 

standard benchmark test for most proposed elastodynamics models as seen in the litera­

ture. Any beam response after the external loading has ceased could be used to obtain the 
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beam natural frequencies as demonstrated in subsequent examples, where more than the 

first mode are clearly present; however, the first set of examples demonstrate that even 

with A°° = —0.50 for a beam suddenly starting with a high RPM but with no tip sweep, 

the high frequency content is quickly annihilated. Beams with tip sweep present more 

numerical challenge due to the presence of inherited geometric and gyroscopic couplings 

that tend to excite the high frequency modes. Therefore, a lower value EVI of —0.15 was 

used for the latter, and although this value is still away from the asymptotic annihilation 

of the scheme, the high frequency content is quickly annihilated as demonstrated by the 

absence of any windowing in the FFT analysis. 

The second set of examples is geared towards examining the performance of the scheme 

in terms of its energy decaying characteristic and satisfaction of the intrinsic conservational 

law of Eq. 4.12 for the hingeless blade configuration. Considering the Epps and Chandra 

aluminum blades uniformly discretized with twenty five beam elements again, three cases 

are examined: case 2(a) is 5 = 0° that is initially at rest, the tip is a subjected to a flap 

force follower symmetric triangular pulse with a duration of 10 sec peaking at 5 sec with 

a value of 10 psi-in2, At = 10~3 sec, A00 = -0.15; case 2(b) is 8 = 45° that is initially at 

rest, the tip is a subjected to a flap delta function force of 400 psi-in2 at t = 0, At = 10 -2 

sec, A°° = —0.19; case 2(c) is identical to case 2(b) except for A°° = —0.01; case 2(d) is 

identical to case 2(b) except for A°° = 0, which is at the asymptotic annihilation of the 

scheme. 

For case 2(a), the total mechanical energy of the blade along with its difference in time nor­

malized by the total mechanical energy after the loading is ceased are shown in Fig. 4.2(1). 

The second intrinsic conservation law is shown in Fig. 4.2(11). The axial and the flap shear 

forces of the 25th beam element are also shown in Fig. 4.3(1) and 4.3(11) respectively. The 

total mechanical energy of cases 2(b), (c), and (d) normalized by the total mechanical en­

ergy after the loading is ceased are shown for the initial and final phases of the simulation 
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for visual illustration purposes in Fig. 4.4(1) and 4.4(11) respectively. The second intrinsic 

conservation law for the aforementioned cases is shown in Fig. 4.5. 

1 r 

4.0E-Q4 

Time [see] 

14 16 
Tims [sec] 

j j -j-0.0001 

-0.0002 

-0.0003 

II 

Figure 4.2: Time history of: (I) The blade normalized total mechanical energy and its 
difference after the loading is ceased, (II) The second intrinsic conservation law of the 

blade after the loading is ceased of case 2(a). 

In the second set of examples, the two intrinsic invariants of energy and impulse-

momentum are examined and the numerical dissipation dependance on the EVI is clearly 

observed. As discussed earlier, a high frequency dissipating characteristic is recognized as 

essential for most nonlinear elastodynamics integration schemes. The results of case 2(a) 
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Figure 4.3: Time history of: (I) The axial force F\, (II) The flapping shear force of 
the blade F3 of the 25th beam element after the loading is ceased of case 2(a). 

clearly demonstrate these characteristics for the proposed scheme even for the given value 

of the EVI. Most of the energy dissipation occurs immediately after the loading has ceased 

as seen in Fig. 4.2(1), which is expected. Additionally, the second intrinsic conservation 

law is satisfied to within the accuracy limit as shown in Fig. 4.2. The time history of 

the internal forces in Fig. 4.3 demonstrates that the dynamics of the problem that are of 

interest (within the resolution level) are well represented. Cases 2(b), 2(c) , and 2(d) are 
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Figure 4.4: Time history of: (I) The normalized total mechanical energy of the blade 
during the initial steps of the simulation, (II) The normalized total mechanical energy 

of the blade during the final steps of the simulation of cases 2(b), (c), and (d). 

more challenging for the reasons discussed earlier. Furthermore, the intentionally-chosen 

high number of discretizing beam elements gives rise to the potential of exciting very high 

frequency modes. This is demonstrated by applying a delta function flap force at the 

tip, which excites all the modes. The chosen EVI in case 2(b) is not sufficiently low in 

magnitude to dissipate the high frequency modes that are above the spectral radius fast 

enough, which results in the spurious energy peaks seen in Fig. 4.4(I),(II) in the early and 
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Figure 4.5: Time history of the second intrinsic conservation law of the blade after 
the loading is ceased of cases 2(b), (c), and (d). 

later stages of the simulation. Despite the spuriously added energy to the system, the so­

lution does not go unstable because the high frequency contents are eventually dissipated 

as observed, which reinforces the notion of the unconditional stability of the scheme. Fur­

thermore, Fig. 4.4 which presents cases similar to case 2(b) but with lower magnitude of 

EVI, the spurious energy peaks are observed to be reduced, but not completely eliminated, 

for case 2(c). However, as the value of the EVI approaches the asymptotic annihilation, 

the more reduced the problem becomes and the spurious energy peaks are seen to be 

eliminated as demonstrated in case 2(d). Furthermore, the At = 10 -2 sec chosen for the 

simulation was not strictly enforced for case 2(c) and the solver was allowed to reduce the 
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50 100 150 
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Figure 4.6: Size of the time step used by the solver during the initial stages of the 
simulation of case 2(c). 

time step by half each time until it could converge to a solution. This will negatively affect 

the performance of the scheme, since the algorithmic damping is reduced and additional 

high frequency modes may appear. A sample of the initial time steps taken by the solver 

for this particular case are shown in Fig. 4.6, where it is clear that during the initial phase 

of the simulation that corresponds to the spurious energy peaks, the reduced time steps 

are occurring. Integration schemes like the one in [146] would not have this problem, since 

it is always set at the asymptotic annihilation of the scheme. This can be considered a 

drawback of the proposed scheme, but not one without a solution. One can appropriately 

reduce the magnitude of the EVI until the problem is eliminated as demonstrated earlier. 

Figure 4.5 demonstrates that the second intrinsic conservation law is also satisfied to 

within the accuracy level; however, the effect of the high frequency contents that are out­

side the resolution level is seen more profoundly immediately after the delta function load 
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has ceased which explains the observed amplitude of the oscillations. This seems to be 

supported by the reduction of those amplitudes as the scheme approaches its asymptotic 

annihilation. The increase in amplitudes seen in case 2(d) compared to 2(c) might be 

related to the fact that most implicit time marching schemes focus on parametric control 

of the total mechanical energy of the system rather than satisfying the impulse-momentum 

invariant. 

The third example examines the proposed scheme when applied to fully articulated 

systems represented by the simple multibody model depicted in Fig. 3.4 where the only 

damping present in the system is algorithmic damping. Case 3 is similar to case 2(a) 

in terms of the analyzed elastic blade, however the rigid links are taken as uniform and 

cylindrical in shape with length of 1.25 in, radii of 0.25 in, mass of 0.1 lb, the tip is sub­

jected to a flap-wise symmetric triangular follower pulse force with a duration of 0.2 sec 

peaking at 0.1 sec with a magnitude of 5 psi-in2, At = 10~2 sec, A°° = —0.50. As a virtual 

model, the objects of the model are allowed to penetrate each other to allow examination 

of the motion for extended periods of time. The only limitation one might face in this case 

is the possibility of a lock up (singular configurations) of the motion, which is carefully 

monitored. The total mechanical energy of the elastic blade and the articulation mecha­

nism are presented in Fig. 4.7. The flapping shear force in the 25th element, the flap tip 

displacement u3, and the flap hinge angle for case 3 are shown in Fig. 4.8(1),(II), and (III) 

respectively. 

The third example demonstrates the energy decaying characteristic of the scheme for 

the simple multibody system considered when the mechanical energy of the elastic and 

the rigid bodies are combined as observed in Fig. 4.7. The significant elastic displacement 

of the beam tip in Fig. 4.8(11) is also noted, while sub-figures (I) and (III) demonstrate 

again that the dynamic response of the system that is of interest is well represented. 
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Figure 4.7: Time history of the total mechanical energy of the fully articulated rotor 
system of case 3. 

The fourth set of examples is used to assess the numerical accuracy and consistency of 

the scheme. Similar to the system configuration of case 3 above, the tip is subjected to a 

flap-wise symmetric triangular follower pulse force with a duration of 0.1 sec peaking at 

0.05 sec with a magnitude of 0.5 psi-in2, the simulation duration is 0.75 sec, with A°° = 0. 

The system was solved using 100, 200, 400, 800, 1600, 3200, 6400, and 12800 time steps. 

Since the problem does not have an analytical solution, the simulation run with 12800 steps 

is taken as the reference solution. The error was calculated for the linear flap velocity V3, 

the tip displacement M3, and the flapping shear force F$ of the 25th element in addition 

to the second intrinsic conservation law using the Root Mean Square (RMS) of the signal 

normalized by the reference solution. The normalized errors are plotted versus the time 

step size in Fig. 4.9. 
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Figure 4.8: Time history of: (I) The flapping shear force F3, (II) The tip flap 
displacement «3> (III) the flap hinge angle <f>fiaP of case 3. 

Figure. 4.9 proves the numerical consistency of the scheme in addition to its retained 

second order accuracy as required by Eq. 4.16 in the linear domain. Sub-figure (II) demon­

strates that the second intrinsic conservation law can be used to gauge the accuracy of a 

given solution and forms a basis for a time step adaptive scheme. 

The fifth set of examples is used to examine the dependance of the algorithmic damp­

ing on the size of the time step. Considering the Epps and Chandra aluminum blade with 

the flap-only articulation configuration and a tip sweep of 8 = 30°, the tip is subjected to 
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Figure 4.9: Normalized relative error based on the signal RMS of: (I) Cases 4 using 
the linear flap velocity V3, the tip displacement uz, and the shear flapping force F3 of 

the 25th beam element, (II) The second intrinsic conservation law. 

symmetric triangular follower pulse forces in the flap and the lead-lag directions each with 

a duration of 0.1 sec peaking at 0.05 sec with a magnitude of 0.5 psi-in2, and a simulation 

duration of 7 sec with A°° = 0. Cases 5(a), 5(b), and 5(c) were solved using a time step 

size of At = 10 - 2 sec, At = 2.5 x 10 - 3 sec, and At = 6.25 x 10 - 4 sec respectively. The 

FFT of the tip displacement after the external loading is ceased normalized by the maxi­

mum spectral intensity of each respective case is shown in Fig. 4.10(1), while the twisting 
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moment of the second beam element from the root of the blade of cases 5(a) and (c) is 

shown in Fig. 4.10(11). 
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Figure 4.10: (I) Normalized FFT of the tip displacement U3 of cases 5(a), (b) and (c), 
(II) Time history of the twisting moment of the second beam element of cases 5(a) and 

(c). 

The effect of the time step size on the high frequency numerical damping is demon­

strated in Fig. 4.10(1), where the size of the secondary peaks compared to the primary 

one corresponding to the first fundamental, qualitatively shows the consistent decrease 

of the algorithmic damping with decreasing time step size as would be expected from a 

conventional analysis of the scheme in the linear domain [149]. Decreasing the size of the 

time step to a point where the high frequency dissipation is very low will negatively affect 

the predicted response of the system since the high frequency contents will hinder the 

convergence process and may add spurious energy to the system as demonstrated earlier 

and sub-figure (II) displays the onset of this process for case 5(c). 

The last set of examples examine a real engineering problem and compares the nu­

merical predictions to the results of the experiment under consideration. A series of ex­

perimental blade drop tests were reported in [150], and the one of interest here is the 

one where the blade was dropped from a 9.7° flap hinge angle to impact the droop stops 
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set at an angle of 4>droop = 0°. The flap hinge angle, the strains at 40% of blade length 

station, and the blade tip deflection were recorded in addition to other measurements. 

The reader is referred to the aforementioned reference for more details. The properties of 

the blade are presented in Table. C.2 in Appendix. C. Ten beam elements were used to 

spatially discretize the blade. The blade static configuration at an angle of 9.7° relative 

to the gravitational field was first determined using the present scheme, then the system 

was released from that static configuration to impact the droop stops that were modelled 

using the simple model discussed in Section 3.5.1. Since the information regarding the 

material that the droop stop is made of is presently unavailable, arbitrarily high stiffness 

was given to the spring without any dissipative viscoelastic damping. The time history of 

the flap hinge angle and the strain at the 40% of blade length station are predicted using 

the proposed scheme with A°° = —0.30 and At = 10 -4 sec. Three cases labelled Drop 

Test (a), (b), and (c) are examined where no external damping aside from the algorithmic 

damping is used in (a) while a structural damping of <7[s/m] = £[m/s] = 0.004 is included 

in (b), and a 10% reduction in the flap-wise stiffness of the blade in addition to the latter 

structural damping is included in (c). The predicted flap hinge angle and the strain at 

40% of blade length station are compared against the experimental data in Fig. 4.11(1) 

and Fig. 4.11(11) respectively. 

The last set of examples clearly shows the suitability of the proposed scheme to tackle 

real engineering problems. In Fig. 4.11 the prediction of the model clearly matches the ex­

perimental trend and data. While the trend of drop test (a) matches the experimental one 

well throughout the duration of the experiment, the difference between the experimental 

data and the numerical predictions after the flap hinge loses contact with the droop stops 

is tackled in drop tests (b) and (c) based on Reference [150]. Drop test (b) demonstrates 

the improvement in the predicted bounce of the blade flap hinge after impacting the droop 

stops for a slight addition of structural damping which is based on fine tuning of Rayleigh 
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Figure 4.11: Time histories of: (I) The experimental/theoretical flap hinge angle, (II) 
The Experimental/Theoretical strain at 40% blade length station of the drop 

test/droop stop impact from 9.7°. 

damping parameters. Drop test (c) includes the reduction in the structural flap stiffness 

of the blade as recommended in the aforementioned reference to decrease the phase lag 

between the numerical and the experimental signals. The results of this last set of simula­

tions should be considered a success for the model and the scheme proposed, while noting 

that the EVI chosen for this simulation is —0.30. The model in its present intrinsic form 

has to be adjusted accordingly if one encounters a mechanical joint or constraint that has 

a displacement/rotation dependent stiffness. Two options are suggested: introduce the 

essential new degree of freedom only into the model augmented with the associated con­

straint equations; or evaluate its dynamic effect in a post-processing step after the system 

is solved for one time step. The latter approach was used to update the contact forces 

between the blade hinge and the droop stops in the simulated drop tests discussed above. 

It becomes apparent that choosing the magnitude of the EVI and the resolution level 

for the scheme clearly depends on a proper qualitative assessment of the problem at hand. 

This includes the number of beam elements used in the simulation, the geometric and 
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the structural couplings present, the type of loading to be expected, and other factors 

as well. Despite the likelihood of the present scheme being not the most optimum for 

the geometrically exact intrinsic dynamics model of beams, it clearly demonstrates that 

certain reformulations of a given model allow for the successful application of schemes 

that were deemed unsuitable previously. This fact has also been alluded to in [140] for 

energy decaying schemes that are tailored to analytically prove an algorithmic bound on 

the energy of the system. While it would be ideal to analytically prove this bound for 

the present scheme at its asymptotic annihilation, complex nonlinear algebraic terms were 

faced and rendered this effort challenging. This was also reported by Hodges in [135] for 

the midpoint energy preserving scheme that was proposed in that work. 

Finally, the features that are required for a nonlinear elastodynamics solver: accu­

racy, numerical consistency, stability, and high frequency numerical dissipation, were all 

demonstrated by the proposed scheme. Therefore, it will be utilized in the rest of this 

investigation to solve for the time history of selected state variables. The results of this 

investigation are summarized in [151]. 

4.6.1 Active Beam Element Validation 

To validate the active beam element implementation, an example that was recently an­

alyzed using ANSYS Multiphysics and DYMORE is adopted [121]. The cross-sectional 

elastic properties and the actuation vector is given in Table C.3 in Appendix C. The 

predicted static deformations due to embedded active material are compared to those pre­

dicted by ANSYS, DYMORE, and a linear beam theory in Table 4.2. Once again, the 

agreement is excellent and this validates the present implementation of geometrically exact 

intrinsic active beam elements. 
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Table 4.2: Tip deformation due to embedded active material. Active beam element 
implementation validation example. 

Displacement 
ui[mm] 
u3[mm] 

ANSYS 
-0.0271 
0.7157 

D Y M O R E 
-0.0271 
0.6969 

Present 
-0.0272 
0.71430 

Linear 
-0.0254 
0.7321 

Er ro r (Presen t vs ANSYS) 
0.4% 
0.1% 

4.7 Future Recommendations 

Variational integrators that derive from the geometric structure of the equations of motion 

seem to hold promise in terms of efficiency, invariance preservation, and accuracy [152]. It 

is definitely worth investigating these integrators for engineering applications like the one 

presented in this research. 
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Nonlinear Quasi-Steady and 

Unsteady Aerodynamics Modelling 

5.1 Overview of Chapter 5 

In this chapter, the quasi-steady aerodynamic coefficients of the NACA0012 and NACA64A010 

airfoils is given. Additionally, the unsteady aerodynamic theory of 2-D thin-airfoils based 

on the AMT is outlined and its implementation validated. The semi-empirical L-B dy­

namic stall model that represents a natural extension of the attached flow unsteady theory 

is also outlined and validated. 

5.2 Nonlinear Quasi-Steady Model of NACA0012 with 

Stall Effects 

The quasi-steady behaviour of an airfoil refers to its aerodynamic coefficients [59] when 

the airfoil motion relative to the incoming flow is not changing rapidly according to a 

predefined quantitative criterion. This criterion is called the reduced frequency and it is 
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defined as 

where c is the airfoil chord length measured from the leading edge to the trailing edge of 

the airfoil as shown in Fig. 5.1, u is the frequency of the airfoil varying phenomenon like 

its pitch angle, and V is the incoming free-stream velocity relative to the airfoil. 

A value of K > 0.06 [153] is generally indicative of the importance of the unsteady 

effects. Other rapid variations in the aerodynamic environment typically found in rotary 

flight can be envisioned, including variations in the Mach number or encountered gusts 

and vortices. These considerations would significantly complicate the analysis [154, 155] 

and they will not be considered in this investigation as the current focus is on the detailed 

modelling of the rotor aeroelastic response during engagement/disengagement phase of 

operation. 

The NACA 0012 airfoil, shown in Fig. 5.1, is extensively used to conduct aeroelastic-

ity research. The primary reasons for this are the extensive availability of aerodynamic 

data and constants, the airfoil symmetry and hence ease of manufacturing, and its linear 

behaviour for small angles of attack at moderate and high Mach numbers. Its nonlinear 

quasi-steady behaviour over the full range of angle of attack with stall effects and Mach 

number dependance is well documented in the engineering literature [156, 17]. The aero­

dynamic lift, drag, and twisting moment coefficients are determined experimentally and 

so is their dependance on the free-stream Mach number. For the whole range of the angle 

of attack, denoted as a [deg], and a flow Mach number of M, the semi-empirical nonlinear 

quasi-steady coefficients are given in Eqs. 5.2 through 5.6 [156] 
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a = . °'1 -0 .01M 
Vl-M2 

at = 1 5 - 1 6 M 

Kl = 0.0233 + 0.342M715 

K2 = 2.05-0.95M (5.2) 

Q = aot ,0 < a < ai 

Q = aa- Kx (a - at)
K2 ,at<a<20 

d = 1.15sin(2a) , 2 0 < a < 1 6 1 

Q = -0 .7 ,161 < a < 173 

Ci = 0.1 {a - 180) , 173 < a < 187 (5.3) 

Q = 0.7 ,187 < a < 201 

Ci = l.i5sin(2a) , 2 0 1 < a < 3 4 0 

Ci = -a\a - 360| -Ki(\a- 360| - at)
K2 ,340 < a < 360 - a* 

Q = -a\a - 360| , 360 - at < a < 360 

CdQ = 0 

ad = 17-23 .4M 

Kz = 0.00066 

K4 = 2.54 

Cidi = Cd0 + (65 .8a 2 - 0 .226a 4 + 0 .0046a 6 ) x l O - 6 

C2di = Cd0 + (65.8(a - 360) 2 - 0 .226(a - 360)4 + 0.0046(a - 360)6) x 1 0 - 6 (5.4) 
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Cd = Cm , 0 < a < ad 

Cd = Cm + K3(a - ad)
Ki , ad < a < 20 

Cd = 1-03 - 1.02 cos(2o!) , 20 < a < 340 (5.5) 

Cd = C2di + K3(\ a - 360 | -ad)
K± , 340 < a < 360 - ad 

Cd = C2di , 360 - ad < a < 360 

Cm = 0 , 0 < a < 1 2 

Cm = 4.69 x 10~5 x a2 - 1.17 x 10~2 x a2 + 0.133 ,12 < a < 120 

Cm = -4.23 x 10"7a4 + 2.36 x 10~4a3 - 4.98 x 10-2a2 + 4.52a - 155.46 ,120 < a < 172 

Cm = 0.05(a - 180) , 172 < a < 188 

Cm = 2.16 x 1 0 - W - 1.96 x 10-4a3 + 6.64 x 10-2a2 - 9.96a + 556.78 ,188 < a < 240 

Cm = -4.69 x 10-5a2 + 2.20 x 10~2a - 1.98 ,240 < a < 348 

Cm = 0 ,348 < a < 360 

(5-6) 

where Q, Cd, and Cm are the quasi-steady lift, drag, and moment aerodynamic coefficients 

respectively. A plot of these coefficients at a Mach number of 0.3 is shown in Fig. 5.2. Ad­

ditionally, the approximate corresponding constants for the NACA64A010 airfoil nonlinear 

quasi-steady coefficients are provided in Appendix D due to its importance for subsequent 

analysis in this research. 

If the quasi-steady aerodynamic coefficients were evaluated based on the angle of attack 

seen at the three-quarter chord point shown in Fig. 5.1 then the approximate apparent 

wind velocity as seen by the airfoil is 
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y(c«): quarter chord point measured 
from reference line 

y{3c<4) : three-quarter chord point 
measured from reference line 

© quarter chord point 
• beam reference line point 
• three quarter chord point 

Figure 5.1: NACA0012 airfoil with the relevant aerodynamic frames and points. 
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Figure 5.2: Nonlinear quasi-steady aerodynamic coefficients of NACA0012 at a Mach 
number of 0.3. 
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Va app 

a 

Vwind - (V + Qy3c/A) 

•K — arctan( ^ *pp) 
62 •'app 

(5.7) 

(5.8) 

where V is the linear inertial velocity of the section in its deformed frame, Q is the inertial 

angular velocity of the section in its deformed frame, and e2 and e3 are the Cartesian unit 

vectors defined in Chapter 3. 

Subsequently, if the resulting aerodynamic coefficients are applied at the quarter-chord 

point, then the quasi-steady theory is a good approximation of the unsteady one [153] such 

that 

a 

a 
cd 

™3c/4 unsteady 

Q(a,M) 

Cd(a,M) 

Cmc/A(a,M) 

(5.9) 

quasi—steady 3C 

The cross-section circulatory aerodynamic forces per-unit-length expressed in the wind 

frame as seen in Fig. 5.1 are then 

L = gP II ^ P P 

D = 2 P II Va™ 

rac/4 = xP || V;pp ||2 c2Cm 

I2 cCt 

\2cC, d 

(5.10) 

where p is the flow medium density, L is the normal aerodynamic force per-unit-length, 

D is the drag aerodynamic force per-unit-length, and rac/4 is the aerodynamic twisting 

moment per-unit-length. 
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Apparent Wind Vs 

Figure 5.3: Blade frame view and incoming wind. 

The skew angle of the wind relative to the blade in the Xi — x2 plane, shown in Fig. 5.3, 

is also taken into account and the aerodynamic forces per-unit-length are transferred to 

the beam reference line and transformed to the airfoil deformed frame so that 

h = -Ds in ($ ) 

f2 — Lsm(a) — Dcos($)cos(o;) 

/ 3 = L cos(ai) + D cos(3>) sin(a:) 

mi = mc/4 + yc/4f3 (5.11) 

5.3 The Arbitrary Motion Theorem (Dynamic Wake 

Modelling) 

The quasi-steady aerodynamic theorem presented above gave the aerodynamic loads based 

on the instantaneous angle of attack. As mentioned earlier, this form of analysis is valid 

if the airfoil motion or the oncoming wind velocity is varying slowly with time. If the 

variations are deemed to be rapid based on the reduced frequency criterion, then unsteady 

156 



www.manaraa.com

Chapter 5: Quasi-Steady,Unsteady, and Dynamic Stall Modelling 

aerodynamic theory becomes necessary. In the unsteady analysis, the effects of the shed 

wake are taken into account, which is reflected in the finite time it takes for the circulatory 

aerodynamic lift to build up as the angle of attack changes. 

Historically, rotorcraft unsteady aerodynamics borrows heavily from the mature fixed-

wing theory with appropriate modifications that are suitable for the unique environment 

of rotary flight. A historical presentation of the evolution of the unsteady aerodynamic 

theory for rotary wing is presented in many references [153, 157, 158] and it will not be 

reproduced here. Rotary unsteady aerodynamic theories can be categorized as those in 

the frequency domain and those in the time domain. Obviously, the interest here is in 

the latter knowing that theories in the two domains are related in most cases through the 

Fourier transform pair. The two suitable time domain theories are the Arbitrary Motion 

Theorem (AMT) [159] that is based on indicial functions derived from frequency domain 

theories and linear system principles, and the finite-state model of Peters and He [56] 

that is developed from both vorticity and acceleration potential models based on modal 

reduction via closed-form eigenfunctions. The former has the advantages of being intuitive 

and its ease of derivation while the latter is hierarchial and can be easily integrated into 

state-space models. The equivalence of the two theorems has been demonstrated in the 

engineering literature [158]. As was done in Keller [17], the former approach is adopted in 

this investigation. The primary reason for including the unsteady effects in this research 

is to further assess their role in the BSP, which were theoretically shown to be of low 

importance at low speeds [17, 11, 28]. 

5.3.1 Unsteady Circulatory Aerodynamic Loads 

Circulatory aerodynamic forces are those that derive from attached circulating flow over 

the airfoil, which can be obtained from potential flow theory. According to the AMT, the 

circulatory lift at the three-quarter chord point is written in terms of the Duhamel integral 
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such that 

L = -z-pVfivwitfc w3/4(O)0(a) + / 
7o da 

(f)(s — a) da (5.12) 

w3/4,eff 

where Q is the attached flow linear quasi-steady lift coefficient; c is the airfoil chord length; 

Vfiow{t) is the free stream velocity; a is a dummy integration variable; s is the aerodynamic 

time variable defined as 

8 = - [ Vflaw(t) &t (5.13) 
c Jo 

and 1̂ 3/4(4) is the airfoil vertical velocity defined as 

w3/4(<) - W * ) sin(a(t)) + - I -^— \ d(t) (5.14) 

where the over-dot represents time differentiation, a is a measure of the distance between 

the beam reference line and the geometric centre of the airfoil in terms of half the chord 

length, and cj)(s) is the indicial function that is derived from the airfoil response to a step 

change in the angle of attack such that 

2TTJ_ 

"+°° C(k) _«. 
27r . /_„ ik 

<f>(s) = w- / ^ e i f c s dk (5.15) 
oo 

where C(k) is the well known Theodorsen function defined in the frequency domain [160]. 

The explicit dependance on time in Eqs. 5.12 to 5.14 is duly noted, which implies time 

varying values of relevant parameters. The effective vertical velocity, u>3/4,e//, highlighted 

in Eq. 5.12 contains the history of the changes in the apparent flow encountered by the 

airfoil. Using an asymptotic expansion of the Duhamel integral and a good approximation 

of the indicial function in Eq. 5.15 to obtain compact recursive relations that minimize the 

computational cost of calculating the unsteady effects is one of the principal premises of 
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the AMT. Adopting a general two-term exponential indicial function in the aerodynamic 

time domain, the effective vertical velocity is written as 

<f>(s) = 1 - Aie-
blS - A2e~b2S 

w3/i,eff = w3/4(Q) [1 - Aie-^
s - A2e-b2S] + (5.16) 

f ^°1 [1 - AlC-M"> - Aae-*'-">] da 
Jo da l 

where the coefficients A\, A2, &i, and b2 are given by the Jones approximation [153] 

Ax = 0.165 h = 0.0455 
(5.17) 

A2 = 0.335 b2 = 0.3 

Rewriting w3/i>eff as 

W3/4,e// = w3/4(0) -Aitw3/4(0) exp(-&is) - A2w3/4{0) exp(-&2s) + (5.18) 
v v / 

•Cii>3/4(0) as s—»oo 

f'dw3/4(<T)-X(s)-Y(s) 
Jo 

TO3/4(*)-^3/4(0) 

one obtains X(s) and Y(s), known as the deficiency functions that contain the time history 

of the motion and are given as 

X(s) = AX [S dWf(a) e-b^Ua 
Jo dcr 

Y{8) = A2 f ^ i ^ e - ^ - ) da (5.19) 

Jo do-

To write the deficiency functions in a useful form, the aerodynamic time is advanced 
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incrementally by As to time index j while the integration and the differentiation are 

approximated by Simpson's rule and the backward difference respectively to arrive at [157] 

X* = ^ - 1 e - 6 l A s + Y A W 3 / 4 l + 4 e - 6 l " r + e - 6 l A s 

1 + Ae~b2^ + e~b2As (5.20) 

where Xj 1 and YJ 1 are the deficiency functions at the previous aerodynamic step; and 

Atyg,4 is the finite difference of the vertical velocity that can be derived from Eq. 5.14 as 

M / 4 = [VjL - V&i] M***) + VjL, cos(a>) [a* - a*"1] + 

c / l - 2 a ) [ ^ - d - 1 ] 

(5.21) 

2 ^ 2 

The aerodynamic time step As is approximated based on Eq. 5.13 and trapezoidal 

quadrature, while backward difference is used to approximate the time derivatives in 

Eq. 5.21. The effective vertical velocity is therefore written compactly as 

U>3/4,e// = W3/4(s) - X(s) - Y(s) 

The effective angle of attack ae / / is defined as 

aeff = arcsm(—^ ) 

(5.22) 

Vt flow 
(5.23) 

Eq. 5.23 allows for the unsteady circulatory lift coefficient to be defined based on 

Eq. 5.12 as 

Cf = QOeff (5.24) 
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One can simply replace the lift coefficient in Eq. 5.10 with the one in Eq. 5.24 to 

calculate the lift force per-unit-length. This force is normal to the flow onto the airfoil at 

the effective angle of attack where it is then resolved to a normal lift force coefficient C£ 

and a chord-wise coefficient C£ that represents the drag such that 

Cc
n = Cfcosfa//) (5.25) 

Cc
c = Cfsin(a e / /) (5.26) 

The validation of the implemented theory was performed for a NACA0012 airfoil that 

is pitching with a functional form of a — 2.1° + 8.2°sin(«;i) at a reduced frequency of 

fC = 0.074 in a constant free stream with a Mach number of 0.383. The relevant unsteady 

circulatory coefficients are shown in Fig. 5.4, which have remarkable resemblance in terms 

of magnitude and form to the reported experimental data under the same conditions in 

Reference [161]. 

Another form of unsteady aerodynamic load arises from the inertial interactions be­

tween the air inertial mass and the airfoil and this form is known as the non-circulatory 

aerodynamic loads. The derivation of these loads can be found in many references [157,160] 

and it will not be shown here. Denoting these aerodynamic loads with superscript nc and 

using the backward difference scheme to approximate time derivatives, they are given at 

the quarter-chord point in a discretized form by 

rnc, j ItpC 

mm - g 

3
 A

 J sm(a,-) + Vj 3
 A

 J cos(a,) + - K At K 3J J At v 3> 4 At 

• sulfa-)-V$ A / cos(ay) 
2Ai v •" • ' A t w / 16 At 

(5.27) 
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Figure 5.4: Unsteady circulatory aerodynamic coefficient of an airfoil pitching with a 
functional form of a = 2.1° + 8.2° sin(iot), K. = 0.074, M = 0.383. 

The non-circulatory aerodynamic coefficients, that can be denned from Eq. 5.27, are 

added to the circulatory ones in Eq. 5.26 to give the total unsteady aerodynamic loads. 

5.4 Leishman and Beddoes Dynamic Stall Model 

The airfoil stalls when the flow is no longer attached to the airfoil surface, which signals 

the onset of unsteady and complex flow regions over the airfoil. The phenomenon is highly 

nonlinear and is known to cause rotor stability problems known as stall flutter. The effect 

of the stall was modelled in the quasi-steady theory under section 5.2 along with its Mach 

number dependance, where the effect of the stall can be seen in Fig. 5.2 around 15° angle 

of attack as a steep drop in the lift coefficient. When unsteady effects are present, the 

stall becomes time dependent and the ability to predict the unsteady aerodynamic loads 
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presented earlier is critical to the prediction of dynamic stall. When the dynamic stall is 

fully developed and flow separation is complete, the quasi-steady model is used to predict 

the aerodynamic loads until the flow reattaches; therefore, dynamic stall is a buffer zone 

with its unique characteristics that separates the unsteady regime from the quasi-steady 

one in this research. The research in dynamic stall is still ongoing and some of its aspects 

are yet to be understood and modelled. In this research, the semi-empirical Leishman 

and Beddoes (L-B) dynamic stall model [161, 162] is adopted. The model is a natural 

extension of the unsteady AMT presented above, it is simple to implement despite the 

high complexity of the phenomenon it seeks to model, and it has demonstrated relatively 

good success when compared to experimental data [162]. Furthermore, the L-B model 

is used in many rotorcraft comprehensive analysis codes [163]. A pictorial illustration of 

the dynamic stall and relevant quantities, which will be defined subsequently, is shown in 

Fig. 5.5. 

Critical leading edge 
pressure is exceeded 

Vortex 

Figure 5.5: Illustration of dynamic stall and relevant physical quantities. 

The criterion of airfoil flow leading edge separation is critical to predicting dynamic 

stall, which is represented in the L-B model as a critical leading edge pressure and its 
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gradient. This is equivalent to defining a corrected quasi-steady normal coefficient, C'n. at 

time index j such as 

C'n. = Cnj - D*, (5.28) 

where the deficiency function D%. is defined as 

DZ, - DZ.^ - (Cnj - Cn-.J e ^ (5.29) 

The attainment of C'n > Cquasi_staii causes leading edge flow separation, which is equiv­

alent to the phenomenon observed in the quasi-steady model but time delayed due to the 

unsteady effects. The delay in reaching dynamic stall causes a slight enhancement of the 

normal lift coefficient. The constant Tp is determined experimentally and it is almost in­

dependent of airfoil shape. Appendix D contains the values of the airfoil constants used 

throughout this section. Conversely, the condition C'n < Cquasi-staii can be used to check 

leading edge reattachment. 

Trailing edge separation must also be monitored since it is the aspect of dynamic stall 

that causes loss of recirculation and introduces the nonlinear effects in the aerodynamic 

loads. The criterion in this case is the location of the trailing edge separation point mea­

sured from the airfoil leading edge. This point is defined by: 

, l-0.3e~^~ | a / | < a i 
fi={ ^ ' (5-30) 

0.04 + 0.66e s2 \af\>a[ 

where / j is the uncorrected trailing edge separation point, £1 and S2 are empirical airfoil 

constants, a[ is an angle of attack that is particular to the airfoil, and a/ is defined as 

a, = C " (5.31) 
'-'quasi—stall 
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The unsteady effects will introduce a lag in the development of the trailing edge sepa­

ration point and this is taken into account as 

/ ; = / ; - Dfi (5.32) 

where the deficiency function Df, is defined as 

Dfj = D^e^r + (/; - /;_,) e ^ ? (5.33) 

where the time constant 7/ is unique for each airfoil. 

When the trailing edge separation point is at 70% of the chord length from the leading 

edge (/" > 0.7), trailing edge separation is considered significant. The nonlinear normal 

force coefficient due to the trailing edge separation is then 

C[. = Cquasi_n(a) f 1 + ^ H ae// (5-34) 

Similarly, the moment coefficient is 

CL, = [Ko + K, (1 - fj) + K2 sin(7r(/;))-] Cn, (5.35) 

where Ko, K\, K2, and m are constants that are determined experimentally for the airfoil. 

The chord force is calculated from Kirchhoff's theory as 

C^vC^-noZny/fii (5.36) 

where r\ is an airfoil constant. 

Another phenomenon that accompanies dynamic stall is vortex shedding. A vortex is 

generated at the leading edge of the airfoil during the early stages of the dynamic stall and 

subsequently travels along the airfoil to be shed with the flow. This physical process gives 
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rise to aerodynamic force and moment with their coefficients modelled semi-empirically. 

The coefficient for lift force 

CI. = Cn(l - KDj) (5.37) 

where Ku. is given by 

K* = (! + \ /^ ) / 4 (5-38) 

Delay in vortex shedding is also introduced due to unsteady effects and a deficiency 

function is used to express the total accumulated lift force coefficient as 

where Tv is an experimentally determined constant. 

The centre of pressure of the vortex causes a twisting moment to occur as it traverses 

the airfoil surface to be shed. The empirical location of the centre of pressure (aft of the 

quarter-chord point) is empirically modelled as 

CPVi = 0.2 1 — cos ' (5.40) 
Tvi 

where Tvi is a constant determined from experimental results, and TV is a non-dimensional 

vortex time defined as 

rVj = — (5.41) 

The vortex moment coefficient about the quarter-chord point is then 

CrNm. = -CPVi*CNn. (5.42) 
3 3 
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When the vortex is completely shed, dynamic stall is considered complete and the flow 

is fully separated with the quasi-steady model being used to calculate the aerodynamic 

loads. The phenomenon of multiple vortex shedding is not considered in this investigation 

due to its less frequent occurrence despite its importance in some cases. 

The total normal aerodynamic force coefficient due to trailing edge separation and 

vortex shedding is then 

^dynamic-stall = C( + C ^ (5 .43 ) 

Similarly, the total moment coefficient at the quarter-chord point is 

Cdy„amic-stall = <?/ + ^ ( 5 .44 ) 

Resolving the coefficients in the airfoil frame and considering the drag in Eq. 5.36 yields 

^.dynamic-stall = ^dynamic-stall ^ ^ + £ , / ^ ^ 

^dynamic-stall = ^dynamic-stall g i n ( a ) _ Cf ^ ^ ( 5 4 5 ) 

The coefficients in Eq. 5.44 and Eq. 5.45 can be used with Eq. 5.10 to calculate the 

cross-section aerodynamic forces per-unit-length. The L-B dynamic stall model has been 

implemented in collaboration with another member of the Applied Dynamics Group [44] 

and integrated with the unsteady aerodynamics model. Results of applying the model 

to a NACA0012 airfoil pitching with a = 10.3° + 8.1°sin(tt>£) at a reduced frequency of 

K, = 0.075 in a free-stream with a Mach number of M = 0.379 are shown in Fig. 5.6. The 

dynamic stall phenomenon can be clearly seen in the normal lift coefficient along with the 

vortex shedding effect on the moment coefficient. The results are remarkably similar to 
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the reported experimental data for the same airfoil flight conditions in Reference [161]. 

1.4r 

0.2 
1 1 

5 10 15 
Angle of Attack [deg] 

-0.04 

-0.06 

-0.08 

e <a 
-0.021- | 

« 
o 
o 

i 

5 10 15 
Angle of Attack [deg] 

Figure 5.6: Normal lift and moment coefficients of a NACA0012 airfoil pitching with 
a = 10.3° + 8.1°sin(urf), K = 0.075, and M = 0.379. 

The main components of the L-B dynamic stall model and their interaction are shown 

in Fig. 5.7. 

5.5 Future Recommendations 

The improvements to the overall model as presented in this chapter are numerous since 

they are directly tied to the still evolving and challenging fields of unsteady aerodynamics 

and dynamic stall. It is important to mention that the AMT is valid for moderate rigid 

body motion of the airfoil, which is obviously not always the case during the BSP, and 

alternative theories might be more suitable for future research. The recently developed 

theory of unsteady aerodynamics of flexible airfoils in Reference [158], which builds upon 

the successful finite-state model of Peters and He [56], seems to be a suitable improvement. 

Furthermore, there are strong indications that for low Mach numbers (M < 0.3), the L-B 
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Figure 5.7: Flow chart illustration of the L-B dynamic stall algorithm. 

dynamic stall model does not perform as well as it does for high ones. Recently, this 

problem has been tackled and resulted in an improved L-B model that works well for a 

wide range of low and high Mach numbers [163] and it is certainly more suitable for the 

low speed blade sailing research. 
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Design and Manufacture of a 1/12 

Froude-Scaled Flap-articulated Rotor 

System 

6.1 Overview of Chapter 6 

An overview of the design and construction of a 1/12 Froude-scale rotor system is pre­

sented. Experimental challenges that were identified during and after the experimental 

phase and their impact are also discussed. The rotor system will be used to validate 

the overall simulation model developed in previous chapters and draw some experimental 

observations regarding the BSP. 
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6.2 Experiment Motivation and Goals 

Each module of the simulation package that was introduced in Chapter 1 has been vali­

dated individually using experimental or computational data that were available in the en­

gineering literature. The need to validate the overall simulation package, and consequently 

further validate the individual modules, and to establish its utility as a computational tool 

to study attenuation strategies of the BSP is highlighted. There is also a certain gap in 

the existing literature that was identified in terms of available experimental data for rotor 

dynamics operation in general and on ship decks in particular. Furthermore, while some 

experimental work related to the BSP by other researchers was cited in Chapter 1, the 

need for further quantitative and qualitative experimental characterization is still present. 

The goals of the experiment described in this chapter were identified early in the re­

search project in order to focus the scope of the design space and identify the necessary 

components and instrumentation. The design goals are enumerated as follow: 

1. Record the time history of the flexible blade flap deflection profile during all phases 

of the rotor operation. 

2. Induce large blade deflections in order to verify the geometrically-exact dynamic 

flexible beam model. 

3. Construct a scaled rotor engagement and disengagement on a ship deck with rep­

resentative ship motion process to assess the effect of deck motion on the rotor 

response. 

4. Establish a baseline setup and design of a scaled rotor system for future experimental 

work involving more advanced blade designs including active/smart blades. 

Since it is difficult to produce representative scaled ship motion in wind tunnels, it was 

decided to conduct the experiment in two phases, one addressing the effect of unsteady 
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flight deck aerodynamics; and the second addresses the effect of deck motion: 

Phase 1: A principal goal of this phase is examining the effects of the airwake, in terms 

of wind speed and deck roll angle, on the rotor response during its engage/disengage 

operation. Additionally, the role played by the engagement/disengagement profile 

parameters like duration and acceleration is examined. It was decided to conduct 

this phase of the experiment in the 2[m]x3[m] wind tunnel facility at the National 

Research Council of Canada, Institute for Aerospace Research (NRC-IAR). 

Phase 2: This phase examines the effects of scaled representative ship motion on the 

rotor response during its engage/disengage operation. It was decided to conduct this 

phase of the experiment using the six degrees of freedom MOOG 6DOF2000E motion 

platform available in the Applied Dynamics Laboratory at Carleton University. 

It is acknowledged that the airwake effects are coupled to those of the ship motion 

in a nonlinear fashion and therefore, the separate experimental phases provided above 

will not give a fully representative reproduction of the conditions under which the BSP 

occurs. However, the experiment still presents the essential aspects of those conditions 

and it represents a further step in the experimental study of the BSP in the literature in 

terms of examining the effect of ship motion. Using the two experiments, it is possible to 

experimentally validate essential features of the computational models; these models can 

then be used to investigate the fully-coupled BSP. 

In this chapter, the firmware and the experimental setup of a l/12 t h Froude-scaled 

rotor system that resulted from the above motivation and meets the enumerated goals will 

be described. 
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6.3 Design Evolution of the Hardware 

6.3.1 Froude Scaling 

To design and construct a properly scaled rotor system, five invariants that relate to aero­

dynamic, elastic, inertial, and gravitational interactions should be observed when compar­

ing to the full-scale model [164, 153, 165] and these are: 

E 
Frequency scaling: A/ = (6.1) 

Lock number : 7/ — —-— (6.2) 
h 

V 
Advance ratio : \i = —— (6.3) 

Oil 
Q2 D 

Froude number: Fr = (6.4) 

OR 
Mach number: Mch = (6.5) 

Goo 

where E is the elastic modulus; p is the blade density; 0, is the maximum angular velocity 

of the rotor; R is the blade radius; a is the slope of the lift curve; c is the chord length; 

h is the transverse bending mass moment of inertia about the blade reference line (about 

the x2 axis); V is the tip tangential velocity; g is the gravitational acceleration; and a^ is 

the far field flow velocity. 

Of the five scaling considerations, at most four can be satisfied [165] since only four 

are considered independent at any time. In order to achieve absolute similarity, one has 

to actually build the full-scale model. Two scaling paradigms are used for scaled rotor 

tests: Froude and Mach scaling. Froude scaling is selected for this experiment since it 

represents the ratio between inertial forces and gravitational forces and is traditionally 

used for aeroelastic stability and control studies in hover. Additionally, the similarity of 
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the turbulence reduced frequency in terms of the rotor rotational speed and the frequency 

of the incoming turbulent vortices is preserved for Proude scaling where the turbulence 

reduced frequency is defined as 

/ , turb 
/turb-R 

V 
(6.6) 

where / turb is the characteristic frequency of the turbulence. 

However, the elastic frequency invariant in Eq. 6.1 was deliberately violated to amplify 

the flap-wise deflections in order to validate the geometrically-exact model of the flexible 

beam. The lock number 'ji is an important non-dimensional scaling coefficient, giving the 

ratio of aerodynamic to inertia forces acting on a rotor blade. For this experiment, the 

Lock number is set to be unity, which determined the blade mass scaling factor. Table. 6.1 

lists the Froude-scaling of the fundamental physical quantities in terms of the scaling factor 

npr that is defined as 

nFr 

characteristic length of scaled model 
(6.7) 

characteristic length of full — scale model 

Additionally, Table 6.2 lists the values of the relevant Froude-scaled parameters and their 

associated relaxed values to meet the requirements outlined above, where a typical mar­

itime helicopter, the AH101, was selected to represent the full-scale model. The scaling 

factor nFr was chosen to be -^ according to the dimensions of the available test space. 

Table 6.1: Scaling laws for Froude aeroelastic scaling. 
P a r a m e t e r 

Velocity 
Angular velocity 

Bending stiffness 
Torsional stiffness 

Mass per unit length 

Froude-Scaling Factor 

y/TlFr 
1 

VnFr 
nFr 

nFr 

nFr 

Parame te r 

Young's Modulus 
Frequency 

Linear Acceleration 
Force 

Reynolds number 

Froude-Scaling Factor 

npr 

1 
VnFr 

1 

nFr 
3/2 

From Table 6.2, the effect of reducing the bending stiffness, in order to induce large 
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Table 6.2: Relevant l /12 t h 

Parameter 

Blade length [m] 
Ship deck width [m] 

Rotor height [m] 
Chord length [m] 
Wind speed [m/s] 

Ship deck angle [deg] 
Blade mass [kg] 

Static tip deflection [m] 
Droop stop angle [deg] 
Flap stop angle [deg] 

First flap frequency [Hz] 

Froude-scalec 
Full-Scale 

9.30 
12.25 

5 
0.6 
15 

0/-20 
250 
0.3 
2 
2 

1.13 

parameters of the experimental rotor system 
Froude-Scale 

0.78 
1.02 
0.42 
0.05 
4.3 

0/-20 
0.145 
0.025 

2 
2 

3.91 

Relaxed Froude-Scale 
0.82 
1.00 
0.44 
0.05 
4.3 

0/-20 
0.137 
0.12 

8 
6.3 
1.04 

deflections, on the first flap frequency is observed. Also, the angular range of the blade 

rigid body rotation about its flap hinge is amplified to allow for large rigid body motion 

in addition to the large elastic flexibility of the blade. For this reason, the experimental 

results are not meant as a study of blade sailing conditions of the AH 101 helicopter in 

themselves, but more of a validation of the simulation tools developed. 

6.3.2 Rotor Blades 

The rotor system is designed to be two-bladed where Fig. 6.1 shows the blades with and 

without the airfoil segments. As shown in the figure, each blade is instrumented with five 

full-wheatstone bridge strain gauges to measure the bending strain only. The airfoil axial 

profile has been segmented as to eliminate its contribution to the stiffness of the blade. 

Therefore, the cross-sectional stiffness constants are derived from the aluminum spine only. 

The airfoil segments were machined from RenShape [166], a polyurethane foam, in two 

halves and glued together over the aluminum spine. 

The aerodynamic profile of the airfoil was chosen based on its performance for low 

Reynolds numbers encountered during the stages of the engagement /disengagement where 
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Figure 6.1: Top view of the blades with and without the airfoil segments. 

the BSP occurs. Table. 6.3 presents the expected aerodynamic parameters of the full-

scale and the Proude-scale blades at 33% of full RPM. The experimental airfoil Reynolds 

numbers are expected to be below 100 000; in this range, the NACA 0012 behaves in 

a non-linear manner. The airfoil NACA 64A010 was selected since it is known to give 

relatively consistent attached flow lifting characteristics in the Reynolds number range of 

30 000 to 100 000 [167]. A typical lift-curve for the selected airfoil at the extremes of this 

range is shown in Appendix E. The lift-curve is not strictly linear and it has some lift 

176 



www.manaraa.com

Chapter 6: Design of l/12th Froude-Scaled Rotor System 

deficiency near the 0° angle of attack point. However, the roughness of the airfoil may 

contribute to smoothing the nonlinearity, which further justifies a linear approximation of 

the lift curve. 

Table 6.3: Rotor system operation parameters at 33% full rotor speed. 
Parameter 

Rotor Speed [rad/s] 
Tip Speed [m/s] 
Advancing Blade 
Retreating Blade 

Tip Reynolds Number 
Advancing Blade 
Retreating Blade 

Tip Mach Number 
Advancing Blade 
Retreating Blade 

Unsteady Aerodynamic Reduced Frequency 

Full-Scale 

7 

80 
50 

3.2 x 106 

2 x 106 

0.23 
0.15 
0.24 

Froude-Scale 
22 

22.3 
13.7 

7.4 x 104 

4.6 x 104 

0.07 
0.04 
0.01 

6.3.3 Rotor Hub 

The mechanical components of the rotor hub are illustrated in Fig. 6.2. The main features 

to be highlighted are its ease of assembly and disassembly and the collective pitch settings 

that are possible using the mounting hole patterns. The only drawback is the requirement 

of having to stop the rotor completely in order to manually change the collective pitch 

setting. The neoprene bumpers were selected to act as flap stops/limiters that are set at 

the fixed angles given in Table 6.2 

6.3.4 Instrumentation 

The Ametes 360ASMF2-01 Hall-effect sensor shown in Fig. 6.2, which has a range of 0-30° 

and accuracy of ±0.1°, in addition to a Nickel-plated square magnet were used to measure 

the flap-hinge angle. These sensors were selected for their small size, large linear output 

over a small angular range, and excellent accuracy. In addition, the sensor is non-contact 
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Figure 6.2: Rotor hub components of the Froude-scaled rotor system. 

and therefore does not cause any resistance to the hinge motion. The sensors exhibit up 

to an 11 ms time lag between measurement and output. At the highest rotational speed 

projected for this experiment, this lag corresponds to a hub rotation of 14 degrees. Since 

the hinge angle is expected to vary at the rotational frequency of the hub, this offset was 

considered acceptable for capturing the hinge behaviour.The magnet was glued to the pin 

of the flap hinge, which allows it to rotate with blade, and the sensor was rigidly attached 
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to the rotor hub. 

The strain gauge bridges shown in Fig. 6.1 consist of dual parallel strain gauges from 

OMEGA ENGINEERING, INC. with a nominal resistance of IQQQfi. Effectively, the 

arrangement of the strain gauges on the top and the bottom of the aluminum spine allows 

for continuous reading of the bending strain only at five blade stations. The strain gauges 

are wired using coated thin wires as shown in Fig. 6.3 that pass through special gaps 

beneath the airfoil segments. 

Figure 6.3: Wired strain gauge. 

The collection of data was performed using the two wireless voltage nodes, V-Link 

from Microstrain®, shown in Fig. 6.4, where each blade is assigned a node. Each node 

has seven analog input voltage channels. Four of these channels are differential ones, with 

internal amplification and filtering. The first four strain gauges were read through these 

differential channels. Further, the four differential channels were custom calibrated to read 

the strain gauge signals using the commercial software Agilelink v 1.3.7 supplied with the 

voltage nodes. The optical encoder shown in Fig. 6.5 that consists of a 1000 counts-per~ 

revolution ring and a reader is used to measure the azimuthal angle of the rotating shaft. 

The counter signal of the optical encoder is reset with the index pulse. The in-house 

custom designed circuit board performs functions that include preconditioning the signals 
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into the remaining three channels, which can be summarized as: 

• Distribution of the +5[V] DC power supply to all functioning components of the 

DAQ system. 

• Amplification of the fifth strain gauge signal before it is fed into the voltage node. 

• Performing voltage division of the Hall-effect signal from +5[V] to +3[V]. 

e Counting of the encoder pulses, converting them to an analog signal using a D/A 

converter, and resetting the signal when the index pulse is encountered. 

The casing of the rotor base shown in Fig. 6.5 contains the servo motor and a 3-to-l 

gear box. The slip ring shown in the latter figure as well, supplies the +5[V] DC power to 

the system from an external regulated source. 

Figure 6.4: Voltage node V-Link and top view of the DAQ. 

The rotor model was designed to be easily assembled and disassembled. It was also 

designed to withstand rotational speeds beyond those of the test specification. 
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| DC Power Supply Cable 

Figure 6.5: Rotor hub shaft and base casing. 

6.3.5 Identified Challenges and Limitations 

During set-up, the two outboard gauges on one blade were damaged. Data was collected 

from the working gauges on both blades for all experiments. Blade 2, having five working 

gauges, was sampled at 452 [Hz]. Blade 1, having 3 working gauges, was sampled at 520 

[Hz]. The supporting circuitry was identified later to be missing adequate voltage regu­

lation, which affects the consistency of the voltage supplied to the instrumentation. The 

impact on the collected data varies. The wireless devices have their own voltage regu­

lators, and so the four differential strain gauges were not affected. The encoder analog 
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signal was directly affected by variations in supply voltage. While the exact azimuthal 

position at a given time is therefore uncertain, the reset angle is available, and so the rotor 

azimuthal profile can still be obtained. Since the supply voltage to the onboard circuitry 

was not recorded, the variation in the encoder reset voltage gives some insight into the 

magnitude of the supply voltage variation. The reset voltage varies by an amount in the 

order of 0.27 [V]. The Hall Effect sensor information is most affected by the varying supply 

voltage. The magnitude of sensor output is affected by the magnitude of voltage input at 

a rate of AKut = 0.35AVin. Therefore the hinge angle uncertainty due to slip ring voltage 

supply is in the order of 0.095 [V], which corresponds to at most 1.2 degrees. 

An additional limitation was identified with the neoprene bumpers that exhibited a 

nonlinear second order force-displacement behaviour that derives from a cubic elastic po­

tential as shown in Fig. 6.6. To further examine the behaviour of the bumpers, their 

response to an applied load of 6.5 [N] was recorded using a stop watch and a dial gauge 

to assess the time constant of the elastic deformation decay. Throughout the analysis of 

the experiment the bumpers were treated as linear springs with a constant that best fits 

the experimental data in Fig. 6.6 

35 

F = 19.832x2+12.414x 

0.2 0.4 0.6 0.8 

Deflection [mm] 

1.0 1.2 

y=13e' 
-0.638 3x 

Time [sec] 

Figure 6.6: Neoprene bumper behaviour characterization. 

Finally, in Phase [I] of the experiment the collected data by the DAQ was transmitted 
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wirelessly in real-time, which was reasoned to cause some data packets to drop; however, 

in Phase [II] the data was logged in the nodes and downloaded after the end of each 

experimental run to overcome the aforementioned limitation. 

6.4 Design Evolution of the Software 

The rotor motion was controlled to a pre-defined engage/disengage profile of angular veloc­

ity that follows a sinusoidal rotational acceleration during engage and a linear rotational 

deceleration during disengage as shown in Appendix E. The rotor was engaged over the 

specified engagement period to the hold speed, which was most often 33% full rotor speed, 

held for 30 seconds, and disengaged over the same period as the engagement time. The 

motion control system consisted of a National Instruments® universal motion interface 

card, National Instruments® motion control card, and a current adjustable amplifier all 

connected to a single CPU. The Lab View Virtual Instruments (Vis) provided with the 

motion control card were used to develop a motor control Graphical User Interface, which 

allowed easy modification of the engage/disengagement profile parameters. A PID con­

troller was set up with user defined inputs for position and velocity control. The controller 

was tuned for velocity control primarily due to the importance of accurately tracing the 

specified rotor angular velocity profile. The position control was occasionally employed to 

orient the rotor system followed by a manual azimuth position tuning. The motion control 

CPU and the software are shown in Fig. 6.7 

6.4.1 Identified Challenges and Limitations 

The earlier version of the motion control software relied on an internal loop timer in the 

software to generate the time advance for the rotor angular speed profile. As a result, a 

cumulative phase lag was generated between the internal time of the software application 
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and real time. This effect was identified after Phase [I] of the experiment was completed; 

however, due to the nature of this software error, only the later stages of the rotor operation 

were affected and this is mainly the disengagement part. Figure. 6.8, which shows a 

comparison between the experimental and the simulation azimuthal angle signal illustrates 

this point, where the rotor takes longer to stop as compared to the ideal hub angular 

velocity profile. This effect was eliminated in Phase [II] of the experiment by relying on 

the CPU clock to generate the hub angular velocity profile. 

6.5 Calibration and Data Reduction 

The strain gauges were initially zeroed by setting the blade on their edges so that the grav­

itational effect is nullified and initiating a reset command of the four differential channels. 

The offsets of all five strain gauges were recorded. Additionally, the following static and 

dynamic tests of the strain gauges were conducted: 

• Blade static deflections due to gravity were measured and recorded as seen in Fig. 6.9. 

• The damping profile of the blade was measured by conducting a drop test of the 

blade from a fixed hinge angle onto the droop neoprene bumper. 

• Further drop tests were conducted to validate the dynamic response of the strain 

gauges and the DAQ. 

The voltage response of the Hall Effect sensors at known hinge angles was recorded 

and the linearity of the sensors across the hinge angle range was verified. The sensitivity 

of the Hall Effect sensors to variations in the input voltage was measured, and found to 

vary between the sensors and with hinge angle. The accuracy of the wireless transmitted 

single-ended channels was documented to be within 15 mV. 

With respect to the wind tunnel in Phase [I] of the experiment, the boundary layer 
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profile, including turbulence, resulting from the upstream grid was measured using a three-

hole Cobra probe. Due to the large wind tunnel blockage resulting from the boundary layer 

grid and the ship decks, the wind tunnel velocity at the hub location was calibrated for 

the 0 and -20 degree ship deck roll angles at rotor height using a vane anemometer. These 

measurements were used to compute the corresponding freestream flow velocity at rotor 

height for use as input into the airwake model. 

As mentioned above, the four differential channels of the V-links were transmitted as 

strain signals in units of //-strain. The fifth channel was digitally filtered and converted to 

strain according to the conversion 

^Gauge5 ^Gauge5 (K - Kffset) (6-8) 

where ^Gauges is a proportionality factor that depends on the bridge gain, the bridge factor, 

the voltage divider ratio, and the bridge driving voltage. 

Similarly, the Hall Effect sensor signal was digitally filtered and converted to angular 

measurements in degrees using 

e H i nge = a H e ( A V k e ) + /fee (6-9) 

where Q!He[°/V] is the proportionality factor of the device; AVne is the measured voltage 

difference of the device; and /fee is offset of the angular measurement at 0 [V]. 

The blade flap deflection was obtained by processing the strain gauge readings at every 

time sample. If small strain is assumed with no coupling between the elastic modes, then 

the bending strain for a cantilevered beam can be written as 

v— rl? 
c(x) = ^ - ^ *(0) = 0 , =-(0) = 0 (6.10) 

[l + (£)T 
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where e(x) is the axial strain measure profile due to bending, which is obtained by curve 

fitting the strain readings; v is the distance from the beam reference line to its top surface 

(half the thickness); z is the sought flap elastic displacement measured from the beam 

reference line; and x is the axial measure along the undeformed beam reference line. 

The problem in Eq. 6.10 was transformed to a first order one and solved as an initial 

value-like problem using Butcher's Runge-Kutta method for the slope of the flap displace­

ment ^ . Finally, a numerical quadrature was used to obtain the flap displacement at the 

respective stations of the blade. 

6.6 Future Recommendations 

In addition to the improvements that can be identified from the limitations and challenges 

discussed above, future experiments that build upon this experiment may benefit from the 

following recommendations: 

• Design and build the blade as a single-cell composite blade to examine the effect of 

coupled elastic modes. 

• Incorporate active materials in the blade design to impart adaptive capabilities to 

conduct and validate control studies. 

• Automate the process of changing the collective pitch. 

• Consider investigating the hingeless blade concept to measure the transmitted hub 

moment during the engagement/disengagement given that modern helicopters are 

moving in that direction in terms of hub design. 
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Figure 6.8: Experimental and theoretical optical encoder signal. 
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Figure 6.9: Blade static deflection under gravitational loading. 
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Chapter 7 

Aeroelastic Response of the 1/12 

Froude-scaled Flap Articulated 

Rotor System in the NRC-IAR 2x3 

Meter Wind Tunnel 

7.1 Summary of Chapter 7 

In this chapter, Phase [I] of the l/12 t h Froude-scaled flap articulated rotor system is 

outlined and the experimental results analyzed as they pertain to the BSP. The effects of 

the engagement/disengagement profile, the collective pitch setting, and two ship roll angles 

on the blade maximum flap response are examined using experimental and simulation data. 

The aeroelastic modelling of rotor systems outlined in this research without ship motion 

is validated against experimental data. 
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7.2 Overview of Experimental Setup and Runs 

In Phase [I] of the experimental work, the Froude-scaled rotor system was placed in the 

2x3[m] wind tunnel facility at the NRC-IAR. The ship deck of a typical Canadian Navy 

frigate was represented using two l:35-scaled 2xl[m] wooden decks, where the first one is 

at a roll angle of 0° while the second one is at -20°. The deck configurations constructed 

allow for two ship airwake types to be considered for the same wind speed. The rotor 

system was placed at the centre point of the deck and the motor control cables extended 

through a circular gap in the deck beneath the hub to the external motor control system. 

The downstream view of the rotor system on each of the two decks along with the scaled 

turbulence generation grid is shown in Fig. 7.1 inside the wind tunnel. As indicated 

previously, the steady airwake for this particular ship deck was experimentally measured 

and subsequently modelled by a member of the Applied Dynamics Group as shown in 

Fig. 7.2. These steady airwake models are used throughout the rest of this chapter. The 

increased upward gust (the cliff-edge effect) is noted for the vertical component of the 

—20° deck when compared to the 0° deck. The ship airwake velocity field is normalized 

by the far field free stream velocity at the ship deck level. 

A schematic of the system components and their interactions for this phase of exper­

imental work is shown in Fig. 7.3. From the diagram it is clear that the process was 

automated as much as possible, where an experimental run was triggered from the wind 

tunnel control panel. 

The motor controller was designed to automatically reset the azimuthal orientation 

of the rotor to the reference position when commanded; however, it was proven difficult 

to accurately control the position and the velocity of the motor simultaneously using 

the available instrumentation. Instead, the motor was manually reset to the reference 

azimuthal orientation shown in Fig. 7.4 before each experimental run. The numbering of 
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Figure 7.1: Downstream view of the rotor system on the two ship decks considered 
inside the 2x3[m] wind tunnel. 

the blades shown in the figure was according to the numbering scheme of the respective 

data acquisition V-Link assigned to each blade. Early in the experimental study, two 

strain gauges on blade 706 stopped functioning properly; therefore, the entire emphasis of 

the analysis is focused on blade 705 without any loss of generality. The failure of the strain 

gauges was attributed to abrasion of the bridges or their wiring when the airfoil segments 

were being attached to the blade. 

A drop test of blade 705 on the droop stop was conducted to test the wireless data 

acquisition system, to tune the Rayleigh damping parameters in the intrinsic model, and 
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Figure 7.2: The steady airwakes of the 0° and —20° decks. 

to obtain an initial test of the predictive capability of the model. The blade was dropped 

from the angular setting of the flap stop by manually holding it up at the rigid flap hinge. 

Several simulations were performed with and without aerodynamic loadings and with 

various values of the Rayleigh damping parameters where the optimal values were found 

to be: ?7[m/s] = 5[s/m] = 0.018. The simulations without aerodynamic loadings were 

performed in vacuum in the presence of the gravitational field. The experimental and the 

simulated drop test are compared in Fig. 7.5 with and without aerodynamic loadings. The 

results demonstrate the importance of aerodynamic forces even for this drop test without 

airwake flow. Additionally, the remarkable agreement with experimental data validate the 

linear approximation of the blade-neoprene contact problem. 

The experimental runs conducted were permutations of the rotor system settings and 

wind tunnel conditions shown in Table 7.1. The wind tunnel speeds in the table are the 
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Figure 7.5: Experimental and simulated drop test of the blade on the neoprene stops 
with and without aerodynamic forces 

ideal ones and the speeds achieved through manual control in the tunnel are always within 

±10% of these speeds but never exactly at the commanded speed. This variation was 

taken into account in the simulations although the ideal values of the wind speed are used 

to denote the experimental runs. Effectively, the experimental results will address the 

following questions regarding the BSP: 

• The effect of the engagement/disengagement profile on the BSP in terms of the 

maximum tip displacements registered. 

• The effect of positive/negative collective pitch setting of the blade illustrated in 

Fig. 7.6. 

• The effect of two ship roll angles in a steady sense. 
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Table 7.1: Experiment parameters of PhaseJTj. 
Parameter 

Wind Speed [m/s] 
Max Rotor Speed [rad/s] 

Collective Pitch Setting [deg] 
Ship Deck Roll Angle [deg] 

Engage/Disengage Time [sec] 

Settings 
4 6 8 
22 
- 8 - 4 0 4 6 8 
-20 0 
2 4 8 12 15 

Positive Collective Pitch Setting 

Free Stream Wind ftrcif of mm 
"smm T£4te 

termor 
Ptiofs cmrmi ' #*/#**** mrr 

(cmtcfm&m mm) 
Negative Collective Pitch Setting 

Figure 7.6: Illustration of positive and negative collective pitch setting. 

The time history of the unprocessed and the unfiltered signals received from blade 705 

during the experimental run of deck roll angle of —20°, wind speed 7.66 [m/s], collective 

pitch setting of-4°, and engage/disengage time of 8 [sec] is shown in Fig. 7.7. The signals of 

the four strain gauges being fed to the four differential inputs on the V-link are contrasted 

to the analog signal coming from the fifth gauge. 

196 



www.manaraa.com

Chapter 7: Aeroelastic Response of 1/12th Froude-scaled Rotor System 

UJ" 

Strata &au@&P] 
Strata <3a«g«|2J 

& 56 •jr 
Tern peel 

8tea&n<3a«g&f3) 

Hefig^focs Sensor 
3500 

J00O 

2S00 

1890 

1900 

-

-¥-, 

1« 20 3B 

^%». 

4© §0 #9 

3500 

3000 

2506 

2000 

0 

-500 

Timetwt Timejsac} 

OptScat Encoder 

Figure 7.7: Raw signals received blade 705 for the experimental run of deck roll angle 
of —20°, wind speed 7.66 [m/s], collective pitch setting of-4°, engage/disengage time of 

8 [sec]. 

7.3 Experimental and Simulated Aeroelastic Response 

7.3.1 Analysis of Experimental Results 

The maximum and minimum tip displacements relative to the datum line shown in Fig. 7.8, 

which corresponds to zero gravitational field in vacuum, registered during the experimental 

runs are of interest. The registered downward extremum of the tip of blade 705 for the 0° 

deck roll angle as a function of the engagement/disengagement time for the wind speeds 

in Table 7.1 considered in sequence and the collective pitch settings of: (I) 0°, (II) 4°, (III) 

6°, (IV) 8°, (V) —4°, and (VI) —8° are shown in Fig. 7.9. For the same case, the registered 

upward extremum is shown in Fig. 7.10. 

Careful examination of Fig. 7.9 and Fig. 7.10 yields the following conclusions: 
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Figure 7.9: Registered downward extremum of blade 705 as a function of 
engage/disengage time for 0° deck roll angle; wind speeds of:(l) 4, (2) 6, and (3) 8 

[m/s]; collective pitch setting of: (I) 0°, (II) 4°, (III) 6°, (IV) 8°, (V) -4°, (VI) -8°. 

1. Increasing the wind speed negatively impacts the BSP by increasing the maximum of 

both downward and upward tip deflections. It seems that the maximum downward 

deflection is weakly dependent upon the wind speed at 0° collective pitch setting for 
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Figure 7.10: Registered upward extremum of blade 705 as a function of 
engage/disengage time for 0° deck roll angle; wind speeds of:(l) 4, (2) 6, and (3) 

8[m/s]; collective pitch setting of: (I) 0°, (II) 4°, (III) 6°, (IV) 8°, (V) -4°, (VI) -8°. 

the 0° deck. This is expected given that the only source of transverse aerodynamic 

perturbation is the upward gust of the airwake, which explains the increase in the 

maximum upward deflection with wind speed for the same case. 

2. Increasing the magnitude of the positive or the negative collective pitch setting in­

creases the magnitude of deflections with the latter having a greater effect. This 

confirms the conclusions of previous theoretical studies [17] that attempted to re­

duce the BSP by increasing the collective pitch. 

3. The duration of the rotor engagement/disengagement operation has minimal effect 

on the magnitude of maximum deflections observed with a negative low rate of change 

in the observed magnitudes as the duration increases. This suggests that modifying 

the engagement/disengagement profile alone to reduce the BSP may not be a feasible 
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strategy. 

4. The magnitude of the downward deflections are greater than those of the upward 

ones despite the existence of the upward gust. 

The exception to the above observations seems to be the 2 [sec] engagement/disengagement 

duration; however, this is due to the difficulties encountered by the motor controller in 

reaching the acceleration levels demanded by the velocity profile. The motor was ob­

served to undergo some erratic behaviour, which caused significant deviations from the 

commanded velocity profile. The case of the —20° deck is shown in Fig. 7.11 and Fig. 7.12 

for the same conditions in Table 7.1; however, with a smaller number of experimental runs. 

The case of 2 [sec] enagegement/disengagement duration is not included and the collective 

pitch settings of: (I) 0°, (II) 4°, (III) 6° are the only ones shown. The conclusions reached 

regarding the 0° deck seem to be still applicable except that increasing the collective pitch 

setting seems to have a lesser impact on the observed downward deflections. The upward 

deflections are significantly increased however, and they are larger in magnitude than the 

downward ones. These deviations are explained by the increased upward gust of the air-

wake in this case. This further illustrates the size of the large space of parameters that 

contribute to the BSP. 

-•i—$ 6 A '''ft'1 W ilj 
Engagement Tima {sec] 

k'' i<' ' f A' tV 4 Oil 
Engagemant Tinw [sec] 

4M 

•032. 8 10 12 14 | 111. 
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Figure 7.11: Registered downward extremum of blade 705 as a function of 
engage/disengage time for —20° deck roll angle; wind speeds of:(l) 4, (2) 6, and (3) 

8[m/s]; collective pitch setting of: (I) 0°, (II) 4°, (III) 6°. 
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Figure 7.12: Registered upward extremum of blade 705 as a function of 
engage/disengage time for —20° deck roll angle; wind speeds of:(l) 4, (2) 6, and (3) 8 

[m/s]; collective pitch setting of: (I) 0°, (II) 4°, (III) 6°. 

7.3.2 Simulation of Experimental Runs 

An intrinsic multibody system was set up based on the rotor system properties given 

in Chapter 6 and Appendix D. The system was solved to its initial values in vacuum 

under the influence of the gravitational field. The system was then immersed in the 

airwake model and given 6 [sec] to reach its corrected initial values prior to commencing 

the engagement/disengagement profile. The experimental runs simulated were the ones 

with 8 [sec] engagement/disengagement duration of the experiment matrix generated from 

Table 7.1. The goals of the simulation study were: 

1. Further validation of the intrinsic multibody model, code, and the solution scheme. 

2. Validation of the overall model in a ship airwake environment. 

3. Comparison of the quasi-steady, unsteady with noncirculatory loads, and unsteady 

without noncirculatory loads. 

The cases selected to examine the effect of the aerodynamic model are given in Ta­

ble 7.2, where each case was examined using: the nonlinear quasi-steady model that de­

pends on the instantaneous angle of attack and the Mach number; the unsteady model 

with Leishman-Beddoes dynamic stall model that takes into account the time history of 
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the flow over the airfoil; and the latter augmented with the noncirculatory (air inertia) 

airloads. The naming convention of the experimental runs is based on the NRC-IAR wind 

tunnel operation, where a Run indicates resetting of the wind tunnel data system and a 

Point indicates an element of the test matrix generated by Table 7.1. 

Table 7.2: Experimental runs examined using the three different aerodynamic models. 

Runl2 ,P3 
Runl2,P10 
Runl3 ,P3 

Runl6,P16 
Runl7,P10 
Runl9 ,P3 

Deck Roll [deg] 
0 
0 
0 
0 
0 
0 

Collective Pitch [deg] 
0 
0 
4 
6 
8 
-4 

Wind Speed [m/s] 
4 
6 
4 
8 
6 
4 

Predictions of the maximum downward tip deflection by the three models compared to 

the experimental results are shown in Fig. 7.13 to Fig. 7.18. 

-0.05 

I" 
£-0.15 

-0.2 

-0.25 

Run 12, Point 3 

•Total Tip Displacement 
J Elastic Tip Displacement 

i___J 

Experimental Quasi-Steady Unsteady with NonCirc Unsteady 

Figure 7.13: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, Runl2, 

P3 (Deck Angle: 0°, Collective Pitch Setting: 0°, Wind Speed: 4[m/s]). 
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Run 12, Point 10 

-0.25 

ITotal Tip Displacement 
._-'Elastic Tip Displacement 

Experimented Quasi-Steady Unsteady with Non.Circ Unsteady 

Figure 7.14: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, Runl2, 

P10 (Deck Angle: 0°, Collective Pitch Setting: 0°, Wind Speed: 6[m/s]). 

Run 13, Point 3 
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Figure 7.15: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, RunI3, 

P3 (Deck Angle: 0°, Collective Pitch Setting: 4°, Wind Speed: 4[m/s]). 
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Figure 7.16: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, Runl6, 

P16 (Deck Angle: 0°, Collective Pitch Setting: 6°, Wind Speed: 8[m/s]). 
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Experimental Quasi-Steady Unsteady with NonCirc Unsteady 

Figure 7.17: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, Runl7, 

P10 (Deck Angle: 0°, Collective Pitch Setting: 8°, Wind Speed: 6[m/s]). 
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Figure 7.18: The maximum downward tip displacement predicted by the three 
aerodynamic models considered in this investigation versus experimental data, Runl9, 

P3 (Deck Angle: 0°, Collective Pitch Setting: -4°, Wind Speed: 4[m/s]). 

It is clear that the quasi-steady model is sufficient to capture the main characteristics 

of the BSP, which confirms the theoretical conclusions reached by previous investiga­

tors [11, 28]. However, in general, the quasi-steady model tends to slightly over-predict 

the airloads (and hence the displacement) when compared to the unsteady model, espe­

cially when the elastic displacement is examined which excludes the contribution of the 

hinge. This tendency seems to increase with increasing wind velocity, which also makes it 

attractive for the BSP reduction studies [17, 30] since it represents a worst case scenario. 

The noncirculatory aerodynamic loads seem to play a minimal role in this problem and 

neglecting them is easily justified in blade sailing research. This is supported by the phys­

ical fact that the air density is orders of magnitude less than the average density of the 

blade, especially in this problem where blade plunging is the dominant mode of motion. 

However, for other phases of the helicopter flight envelope the inclusion of some of their 

terms is essential as they play significant role in damping certain blade limit-cycle diver-
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gence phenomena [153]. The case of Run 16, Point 16 in Fig. 7.16 shows that when one 

of the aerodynamic models displays poor predictive capabilities in terms of the maximum 

deflection, the rest of the models will similarly display poor predictions. This is attributed 

to the approximations involved in modelling the aerodynamic profile of the NACA64A010 

and not to the aerodynamic models of the airloads. In summary, the unsteady model is 

better suited to reproduce the experimental data and it is used for the rest of the inves­

tigation. The time histories produced by the quasi-steady and the unsteady model are 

compared with the experimental data in Fig. 7.19 for the case of Run 12,P 3, and one can 

see that, on average, the features of the engagement are well captured by both models. 
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Figure 7.19: Time histories of the engagement for Run 12,P 3 produced by the 
quasi-steady and the unsteady model. 

The maximum downward total and elastic tip deflections, and the upward elastic de­

flection and hinge angle for the simulated runs of the 0° deck case are shown in Fig. 7.20 
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and Fig. 7.21 respectively. Table 7.3 gives a summary of these simulated runs. In most 

cases, the maximum downward hinge angle corresponds to the blade resting on the neo-

prene stops and that is why they are not included in Figs. 7.20 and 7.21. The data are 

based on the engagement part of the rotor operation only due to the phase lag between 

the ideal profile and the commanded profile introduced by the software clock that was 

discussed in Chapter. 6. 

Table 7.3: Simulated experimental runs of the 0° deck case[C:collective pitch 
setting,W:wind speed]. 

Runl2,P3 
Runl2,P18 
Runl5,P8 
Runl6,P4 

Runl6,P16 
Runl7,P10 
Runl9,P3 

Runl9,P17 
Run22,P3 

C[°] 
0 
0 
4 
6 
6 
8 
-4 
-4 
-8 

W [m/s] 
4 
8 
6 
4 
8 
6 
4 
8 
6 

Runl2,P10 
Runl3,P3 

Runl5,P18 
Runl6,P10 
Runl7,P3 
Runl7,P15 
Runl9,P9 
Run20,P5 
Run22,P10 

C[°] 
0 
4 
4 
6 
8 
8 
-4 
-8 
-8 

W [m/s] 
6 
4 
8 
6 
4 
8 
6 
4 
8 

The data in Figs. 7.20 and 7.21 is grouped according to the collective pitch setting 

of: 0°, 4°, 6°, 8°, -4°, and -8° respectively. As expected, increasing the magnitude of the 

collective pitch setting, whether positive or negative, increases the maximum downward 

deflection while the upward deflections are increased for positive pitch and decreased for 

the negative one. The experimental trends are well captured in the simulations as seen 

in the plots. The differences between the experimental and the simulation data that are 

occasionally observed could be attributed to the following factors: 

• Uncertainties in the elastic and inertial properties of the system. 

• Uncertainties in the flap hinge and the strain gauge signals and the phase lag in their 

response. 

• Approximations in the aerodynamic profile of the airfoil. 

207 



www.manaraa.com

Chapter 7: Aeroelastic Response of 1/12th Froude-scaled Rotor System 

Figure 7.20: Simulated versus experimental maximum downward total and elastic tip 
displacement, 0° deck roll angle case. 

• The small gaps between segments modifying the flow over the rotor blade in addition 

to irregularities in the manufactured airfoil profile. 

• The lack of turbulence in the airwake modelling used in this investigation. 

• The drift in the commanded motor velocity profile alluded to in previous discussion. 

• A power surge in the Hall Effect sensor due to the lack of voltage regulation. 

It is also clear that the upward deflections are better predicted by the simulations than 

the downward ones. This could be attributed to the nonlinear response of the droop neo-

prene bumpers not being adequately modelled in the simulations, especially for repetitive 
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Figure 7.21: Simulated versus experimental maximum upward elastic tip 
displacement and hinge angle, 0° deck roll angle case. 

impacts with a short time interval in between. Given that the time constant of the neo-

prene bumper recovery after impact is on the order of 1.5 [sec], as seen in Fig. 6.6, two 

consecutive impacts within that time interval will certainly lead to maximum downward 

deflections that are off from the ones predicted by the simulations. 

Similar to the 0° deck case, the experimental runs of the —20° deck case tabulated in 

Table. 7.4 were also simulated. The maximum downward total and elastic tip deflections, 

and the upward elastic deflection and hinge angle are shown in Figs. 7.22 and 7.23 respec­

tively. The data is grouped according to the collective pitch settings of: -8°, -4°, 0°, 2°, 4°, 

6°, and 8°. While the trends are captured, the simulation results are not as favorable as 

those seen for the 0° deck case. This is attributed to the uniqueness of the airwake for the 
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—20° deck case including the separation bubble seen in Fig. 7.2 and sections of the blade 

that are expected to stall more often as it traverses the airwake. The dynamic stall model 

implemented, while sufficient as a first order approximation of the phenomenon, is deficient 

at low Mach numbers as discussed previously since it was designed mainly for hovering 

and forward moving rotors. Therefore, the nonlinear aerodynamic forces predicted are not 

entirely accurate for this problem. Certainly, this modelling deficiency contributed to the 

deviations seen in the 0° deck case and more so in the —20° case. 

Table 7.4: Simulated experimental runs of the —20° deck case[C:collective pitch 
setting,W:wind speed]. 

Run25,P9 
Run26,P3 

Run26,P15 
Run27,P10 
Run28,P3 

Run28,P14 
Run30,P22 
Run31,P12 
Run33,P5 

C[°] 
-8 
-4 
-4 
0 
2 
2 
4 
6 
8 

W [m/s] 
4 
4 
8 
6 
4 
8 
8 
6 
4 

Run25,P15 
Run26,P9 
Run27,P4 
Run27,P17 
Run28,P9 
Run30,P4 
Run31,P6 

Run31,P22 
Run33,P17 

C[°] 
-8 
-4 
0 
0 
2 
4 
6 
6 
8 

W [m/s] 
6 
6 
4 
8 
6 
4 
4 
8 
8 

Sample engagement time histories of the total tip displacement, elastic tip displace­

ment, and the flap hinge angle are compared to the experimental data of Run (19, P9); 

Run (20, P5); and Run (27, P4) in Figs. 7.24 through 7.32. The rest of the cases are 

compiled in Appendix F. The effect of the drift in the experimental rotor velocity profile 

is clearly visible in all plots once steady state is reached. 

The motor velocity profile drift causes the predicted disengagement to be different from 

the experimental one as in Fig. 7.33. However, this can be corrected by measuring and cor­

recting this phase difference as was done in Figs. 7.34 through 7.39. Several aspects of the 

close agreements between the simulation and the experimental data are worth highlighting 

at this stage. Firstly, the experimental features of the early and late engagement transient 

are well captured by the simulations as seen for example in Fig. 7.27 and Fig. 7.32. This 
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Figure 7.22: Simulated versus experimental maximum downward total and elastic tip 
displacement, —20° deck roll angle case. 

can also be said about the disengagement phase as seen for in Fig. 7.37 and Fig. 7.34. 

Secondly, the important experimental rigid and elastic modes (frequencies) are all present 

in the simulations as can be qualitatively observed. Thirdly, the amplitudes of the modes 

are also well represented in the simulations as is in the case of Fig. 7.28 and Fig. 7.30. 

This observation extends to the dips/bumps in the very early stages of engagement as 

in Fig. 7.32 or the very late stages of disengagement as in Fig. 7.34. Finally, the results 

clearly validate the developed simulation tools to study and reduce the impact of the BSP. 
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Figure 7.23: Simulated versus experimental maximum upward elastic tip 
displacement and hinge angle, —20° deck roll angle case. 
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Figure 7.24: Engagement of Run (19, P9); total tip displacement. 
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Figure 7.25: Engagement of Run (19, P9); tip elastic displacement. 
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Figure 7.26: Engagement of Run (19, P9); hinge angle. 
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Figure 7.27: Engagement of Run (20, P5); total tip displacement. 
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Figure 7.28: Engagement of Run (20, P5); tip elastic displacement. 
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Figure 7.29: Engagement of Run (20, P5); hinge angle. 

215 



www.manaraa.com

Chapter 7: Aeroelastic Response of 1/12th Froude-scaled Rotor System 

Experimental Data 
SijfttfJaacnDats 

4 6 
Time [sec] 

10 

Figure 7.30: Engagement of Run (27, P4); total tip displacement. 
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Figure 7.31: Engagement of Run (27, P4); tip elastic displacement. 
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Figure 7.32: Engagement of Run (27, P4); hinge angle. 
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Figure 7.33: Disengagement of Run (13, P3); total tip displacement [Uncorrected]. 
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Figure 7.34: Disengagement of Run (12, P18); total tip displacement. 
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Figure 7.35: Disengagement of Run (12, P18); tip elastic displacement. 
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Chapter 8 

Dynamic response of the 1/12 

Froude-scaled Flap Articulated 

Rotor System to Representative 

Scaled Ship Motion 

8.1 Overview of Chapter 8 

In this chapter, the experimental investigation of the l/12 th Proude-scaled rotor system 

engagement/disengagement on a moving ship is outlined and analyzed. The effect of scaled 

roll/pitch motion frequency and hub angular speed, in isolation from the ship airwake, on 

the maximum tip deflection is examined. Additionally, the geometrically-exact intrinsic 

model of active rotor systems on a moving ship is validated against the experimental time 

history of the rotor system tip position or deflection during the engage/disengage operation 

on a moving ship. 
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8.2 Overview of Experimental Setup and Runs 

In Phase [II] of the experimental work, the Froude-scaled rotor system was placed on a 

flat wooden deck that was attached to a 6 degrees of freedom (6DOF) Stewart motion 

platform (MOOG model 6DOF2000E) in the Applied Dynamics Laboratory at Carleton 

University. An isometric schematic of the motion platform along with its reference frame 

and degrees of freedom is shown in Fig. 8.1. The rotor system attached to the motion 

platform while stationary and moving is shown in Fig. 8.2. 

Hease 

Figure 8.1: Isometric schematic of the MOOG 6DOF2000E motion platform 
[Courtesy of MOOG MOTION SYSTEMS DIVISION]. 

This experimental phase was divided into the following three sub-phases: 

Sub-phase (I) The rotor system, operating at a constant angular velocity, was subjected 

to a uniform and constant harmonic roll motion at selected roll frequencies that were 

scaled and selected to span representative ship roll and pitch frequencies. The range 
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Figure 8.2: Froude-scaled rotor system attached to the motion platform while: (I) 
being stationary (II) moving with the platform and engaged. 

of the selected rotor angular velocity was selected to span up to 33% of the Froude-

scaled full rotor speed. 

Sub-phase (II) The rotor system went through a complete engagement/disengagement 

profile while being subjected to Froude-scaled and representative ship motion in mild 

and severe sea states. 

Sub-phase (III) The rotor system, operating at a constant angular velocity, was sub­

jected to Froude-scaled and representative ship motion in mild and severe sea states. 

The rotor angular velocity was selected to be 5.5% of the Froude-scaled full rotor 

speed. 

The representative ship motions used in Sub-phases II and III are tabulated in Ta-
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ble 8.1, where the convention of quoting the significant1 wave height followed by the ship 

heading relative to the principal wave direction and then ship speed is used to denote the 

ship motion conditions. The ship motions are produced based on measured amplitudes, 

frequencies, and phases for each of the 6 DOFs of a typical Canadian frigate at the origin of 

its reference frame. A time series is then generated for each degree of freedom, its velocity 

and its acceleration such that 

N 

D(t) = Y.Ai sin(^fit + <f>i) (8-1) 

N 

D(t) = Y^ 2irfiAi COS(2TT fit + fa) (8.2) 
i= l 

N 

D(t) = -J2 (27r/*)2 ̂  M2*M + <f>i) (8-3) 
t = i 

where D is the degree of freedom, N is the number of frequency components in the mea­

sured spectrum, Ai is the ith amplitude, fi is the ith frequency, fa is the ith phase, and t is 

the time in seconds. 

The ship degrees of freedom correspond to surge, sway, heave, roll, pitch, and yaw. 

The ship motion kinematics is transferred to the helicopter flight deck then the rotor hub 

where the Cardan/Bryant sequence of rotations is used to form the rotation matrix from 

the ocean frame to the ship frame such as 

CsI = C (<p3,e3)C (<p2,e2)C {<pi,ei) (8.4) 

where C ((fi, e,) represents the rotation about the ith unit vector with an amplitude of f^ 

The elements of the test matrix for each of the sub-phases are given in Table 8.2 through 
1 Significant wave height is the average of the one third highest wave heights. It is commonly expected 

that the maximum wave height in a seaway will reach twice the significant value. 
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Table 8.4 respectively. 

Table 8 .1: Ship motion files used in the test matrices of Phase 
Ship Motion 

1 
2 
3 
4 
5 
6 

Significant Wave Height [m] 
4 
4 
4 
4 
4 
4 

Ship Heading Relative to Waves [deg] 
0 
0 

45 
45 
90 
90 

II]. 
Ship Speed [kn] 

10 
25 
10 
25 
10 
25 

Table 8.2: Elements of the test matrix of sub-phase 
Roll Frequency [Hz] 

Hub Frequency/Speed [Hz] 
Collective Pitch Setting [deg] 

Roll Amplitude [deg] 

0 
0 
0 
5 

0.25 
0.56 

4 

0.35 
1.11 

8 

0.45 
1.67 
-4 

0.55 
2.22 
-8 

0.65 
2.78 

(I)-
0.75 
3.33 

0.85 0.95 

Table 8.3: Elements of the test matrix of sub-phase (II). 
Ship M o t i o n 

E n g a g e / D i s e n g a g e T i m e [sec] 
Col lec t ive P i t c h S e t t i n g [deg] 

1 
4 
0 

2 
8 
4 00

 
C

O
 

4 

-4 

5 

-8 

6 

Table 8.4: Elements of the test matrix of sub-phase (III). 
Ship M o t i o n 

Col lec t ive P i t c h S e t t i n g [deg] 
H u b Frequency [Hz] 

1 
0 

0.56 

2 
-4 00

 
C

O
 

4 5 6 

The first sub-phase is designed to examine the effect of the ship roll/pitch frequency and 

rotor speed on the maximum tip deflections. The second phase is geared towards validating 

the response of the simulation model to representative ship motions and examining the 

capability of the motion platform to produce those motions. The third sub-phase was 

intended to examine the rotor response at a heuristically selected constant low rotor speed 

to representative ship motion. The latter sub-phase is considered secondary relative to the 

first two and it will not be treated in this investigation. For all investigations, the rotor is 

started from the reference orientation depicted in Fig. 8.3. 
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Figure 8.3: Rotor system reference orientation for Phase (II) of the experimental 
work. 

8.3 Experimental and Simulated Dynamics Response 

8.3.1 Sub-phase (I) 

The experimental runs conducted in this sub-phase are all permutations of the parameter 

values listed in Table 8.2. The maximum downward and upward blade tip deflections are 

registered during each run. The data is presented as a family of curves for each collective 

pitch setting, where each curve represents the maximum tip displacement registered as 

a function of the roll frequency at a fixed hub frequency. The results for all collective 

pitch settings are shown in Fig. 8.4 to Fig. 8.8 due to their importance to the conclusions 

subsequently drawn. The hub frequencies shown in the figures are numbered according to 

how they sequentially appear in Table 8.2. 

Expectedly, as the hub frequency (hub angular velocity) increases, the magnitude of 

the maximum downward deflection decreases while that of the upward one increases. This 
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Figure 8.4: Maximum downward and upward tip deflection as a function of ship roll 
frequency and hub angular velocity [0° collective pitch setting], sub-phase(I). 

cos r-

•£•;••— HubAngularFwquaniqfPJ 
«&»—» Hub Angular Frequency |2j 
<*& • HubAngularFieqi»ncyP3 
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Hub Angular Fwquaney Jpj 
Hub Angular Freqvtmcy p i 

Roll Frequency [Hz] 
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Figure 8.5: Maximum downward and upward tip deflection as a function of ship roll 
frequency and hub angular velocity [4° collective pitch setting], sub-phase(I). 

is attributed to the increased centripetal acceleration that is proportional to the square of 

the hub angular velocity. With the exception of the hub third angular velocity in Figs. 8.4 
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Figure 8.6: Maximum downward and upward tip deflection as a function of ship roll 
frequency and hub angular velocity [8° collective pitch setting], sub-phase(I). 
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Figure 8.7: Maximum downward and upward tip deflection as a function of ship roll 
frequency and hub angular velocity [—4° collective pitch setting], sub-phase(I). 

through 8.8, a downward inflection is observed in the mid-range of the roll frequencies 

examined. This phenomenon shifts towards higher roll frequencies as the hub angular 
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Figure 8.8: Maximum downward and upward tip deflection as a function of ship roll 
frequency and hub angular velocity [—8° collective pitch setting], sub-phase(I). 

velocity increases. Additionally, it is more pronounced for the 0° collective pitch setting 

where the aerodynamic interference is expected to be minimal. The aerodynamic loads 

seems to smear this phenomenon for the other collective pitch settings; however, its effect 

is still observed. This is a resonance-like phenomenon that is attributed to other com­

ponents of the rotor/motion platform system, and only more detailed flexible multibody 

dynamics modelling and experimental investigation can identify its source with certainty. 

In general, as the roll frequency increases, so do the magnitudes of the upward and 

downward deflections. This is expected given that the inertial forces experienced by the 

tips at locations Li and L4 in Fig. 8.3 increase with the roll frequency. Furthermore, the 

magnitude of the rate of change of the maximum tip displacement with respect to the hub 

angular velocity at a fixed roll frequency is significant around the hub third angular speed 

to start decreasing again for higher and lower speeds. Therefore, the families of curves are 

clustered in a lower band and an upper one corresponding to the lower and higher angular 

speeds respectively. This is more pronounced at low roll frequencies. 
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The third hub speed presents an interesting case that merits more analysis. It is 

observed that the maximum tip displacement is more sensitive to changes in the roll fre­

quency at higher values than the other hub speeds. Also, the changes in the maximum 

displacement with roll frequency is more uniform. More importantly, at high roll frequen­

cies, the registered maximum downward deflections for this hub speed can exceed those 

registered at lower hub speeds. These observations are generally valid for all collective 

pitch settings including the 0° case where aerodynamic loading plays a minimal role. This 

clearly demonstrates that even in the absence of the ship airwake there exists a hub speed 

and ship motion that are detrimental to maritime helicopter engagement/disengagement. 

Moreover, the contribution of inertial forces due to ship motion to the severity of the BSP 

is said to be experimentally established. This observation can be explained by examining 

the form of the centripetal stiffening force and the gyroscopic force that are proportional 

to 

^centripetal OC U)UJTl ^gyroscopic *-*- ^ 

* Sroi,(Si?) (8-5) 

where u is the hub angular frequency, a3roii is the roll/pitch frequency, and R is a generic 

position vector from the hub centre to a blade station. 

The gyroscopic force peaks at locations L\ and L$ and vanishes at locations L2 and L4 

in Fig. 8.3 while the centripetal force is independent of the azimuthal location. For certain 

combinations of hub and roll frequencies, the magnitude of the gyroscopic force is sufficient 

to overcome the centripetal stiffening of the blade and cause the excessive downward, or 

upward, deflections registered. These characteristics are observed to a lesser extent for the 

hub fourth angular speed as well. 
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Table 8.5: Simulated experimental runs of sub-phase (II). 
R u n N u m b e r 

1 
2 
3 
4 
5 
6 

Ship Mot ion 
4_000_10 
4_000_25 
4_045_10 
4_045_25 
4_090_10 
4_090_25 

Collective P i t ch Set t ing [deg] 
0 
0 
0 
0 
0 
0 

8.3.2 Sub-phase (II) 

The experimental runs conducted in this sub-phase are all permutations of the parameter 

values listed in Table 8.3. To validate the response of the geometrically-exact intrinsic 

model of active maritime rotor systems, the experimental runs tabulated in Table 8.5 are 

simulated. Runs 1 through 6 were selected to minimize the aerodynamic influence, which 

is represented by their 0° collective pitch setting. The rotor system was modelled using 

the same properties of flexible members and rigid bodies given in Appendix E. 

The nonlinear quasi-steady model was used in all simulations to calculate the aerody­

namic loads. The time histories of the tip displacement of Runs 1 through 6 are shown in 

Figs. 8.9 through 8.14 respectively. 

Comparing the experimental to the simulation time histories demonstrates that the 

features in the rotor aeroelastic response due to the ship motion are all captured in the 

simulations. From the time histories, it seems that most of the experimental frequencies 

are captured by the simulations. This is confirmed when the steady-state periods of the 

rotor system operation for Runs 1 through 6 are windowed and analyzed in the frequency 

domain in Figs. 8.15 through 8.20 using the FFT. 

Differences between the simulation results and experimental data can be attributed 

to deficiencies in the aerodynamic modelling of the NACA 64A010 airfoil and lack of 

modelling of other moving parts of the motion platform. Also, the original test matri­

ces in sub-phase (I) and sub-phase(II) were intended to include additional experimental 
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Time [sec] 
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\*A/VVw^VV 
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Time taec] 

Figure 8.9: Time history of the tip displacement of Run 1 of sub-phase(II). 

runs that were found to exceed the motion platform operation limits. These limits were 

position/orientation and linear/angular velocity. The proposed experimental runs were 

reexamined and reduced as a result of these motion limitations. Since these limits were 

based on the assumption of one degree of freedom motion, simultaneous motion along all 

six degrees of freedom may pose more stringent limits on accelerations for instance. It was 

observed that when one of the limits is exceeded the motion platform tends to clip the 

motion, which might be another source of error. Sample ship motion degrees of freedom 

and their time rate of change are provided in Appendix G. 
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Figure 8.10: Time history of the tip displacement of Run 2 of sub-phase(II). 

8.4 Future Recommendations 

Examining the effect of ship motion in the presence of ship airwake is the next experimental 

step beyond this investigation. 
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Figure 8.11: Time history of the tip displacement of Run 3 of sub-phase(II). 
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Figure 8.12: Time history of the tip displacement of Run 4 of sub-phase(II). 
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Figure 8.13: Time history of the tip displacement of Run 5 of sub-phase(II). 
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Figure 8.14: Time history of the tip displacement of Run 6 of sub-phase(II). 
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Figure 8.15: Spectrum of the tip displacement during steady-state for Run 1 of 
sub-phase(II). 
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Figure 8.16: Spectrum of the tip displacement during steady-state for Run 2 of 
sub-phase(II). 
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Figure 8.17: Spectrum of the tip displacement during steady-state for Run 3 of 
sub-phase(II). 
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Figure 8.18: Spectrum of the tip displacement during steady-state for Run 4 of 
sub-phase(II). 
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Figure 8.19: Spectrum of the tip displacement during steady-state for Run 5 of 
sub-phase(II). 
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Figure 8.20: Spectrum of the tip displacement during steady-state for Run 6 of 
sub-phase(II). 
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Chapter 9 

Feasibility Study of Open-Loop 

Integral Active Twist Actuation 

Strategies for Countering the Blade 

Sailing Phenomenon 

9.1 Overview of Chapter 9 

A l/6 t h Mach-scaled integral active twist rotor is adopted, modified, and modelled to 

examine the potential of the IAT concept in eliminating/reducing the negative impact of 

the BSP. The susceptibility of the rotor system to the BSP is first established followed by 

investigation of a static active twist strategy that is shown to reduce downward deflections 

while increasing the upward ones. A more advanced dynamic actuation strategy based 

on the structure of the ship airwake and the hub angular velocity profile is proposed and 

shown to remarkably reduce the downward and the upward tip deflections. The validity 

of the proposed strategy is also proven when representative ship motion coupled with 
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appropriately modified experimental and deterministic airwake models is present. Finally, 

the validity of the proposed strategy is proven when the perfectly-correlated turbulence 

model, a worst case scenario, is imposed on the steady airwake for various deck roll angles. 

9.2 The l / 6 t h Mach-scaled Integral Active Twist CH-

47D Rotor 

The BSP is well documented for the H-46 rotor system, particularly its susceptibility to 

tunnel strikes [28] as mentioned in Chapter 1. The H-46 uses a fully articulated rotor 

system as seen in Fig. 9.1. For the purpose of considering practical active rotor control, 

it is essential to adopt a representative rotor system with the IAT concept already taken 

into account in its design. 

Figure 9.1: Close up of H-46 Sea King on USS Midway. 

The Integral Active Twist Rotor (IATR) shown in Fig. 9.2 fulfills this role. The IATR 

active blade is a l /6 t h Mach-scaled CH-47D helicopter rotor system used by the air force, 

which is similar to the H-46 system used by the marines, that was an early joint research 

effort between the Boeing Company and the Massachusetts Institute of Technology (MIT) 

that was built and tested in a wind tunnel to investigate noise and vibration reduction 

in hover flight [168, 169]. More specifically, the purpose of the latter investigation was to 
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prove the concept of Individual Blade Control (IBC) to reduce the N/rev, (N — l)/rev, 

and (N + l)/rev harmonics of the rotor system where N is the number of blades. The 

IATR rotor system is adopted in this work to examine the feasibility of IBC to reduce the 

BSP, which contrasts markedly with the original purpose of the system which was reducing 

noise and vibration. 

"• 2J05 »j 
« 5384 • 

Figure 9.2: Cross-section and top view of the IATR [all dimensions are in inches]. 

The second reason for adopting this early generation of integral active twist blade is the 

relative availability of design data when compared to modern active rotor blades that are 

being built or still in their design phase like the Active Low Vibration Rotor (ALVR) [107], 

the Advanced Active Twist Rotor (AATR) [170], or the Active Twist Blade (ATB) [171], 

where most of the design specifications are considered classified and/or proprietary. Fi­

nally, it was demonstrated by Friedmann [165] that while rotary-wing aeroelastic scal­

ing requirements can be partially satisfied by either Mach-scaled or Froude-scaled rotors, 

Mach-scaled rotors have to be used to obtain correct actuation requirements for actively 

controlled blades. Based on this, it is qualitatively apparent that the IATR is an ideal 

design candidate to be adopted for this research. 
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9.2.1 Design Parameters 

The design parameters of the IATR that are relevant to the modelling required for this 

research are highlighted and discussed in the following. 

The laminate design of the cross-section is given in Table 9.1 along with the cross-

sectional geometry in metric units. The following abbreviations are used in the table: E 

indicates E-glass fabric, S indicates S-glass tape, I indicates IM7 carbon-fibres tape, and 

AF indicates PZT5A AFCs (or MFCs). The elastic and the electromechanical properties 

of the plies are given in Table 9.2. 

Table 9.1: 

spar region 
fairing region 

web 

Laminate design and cross-sectional geometry of the IATR from 
Reference [168]. 

Laminate Design 
[0°I/45oE/45oAF/-45oE/-45oAF/0oS/45oAF/45°E] 

[45°E] 
[(45°E)3] 

Length [m] 
0.0521 
0.1369 

Tab] 

En[GPa] 
E22[GPa] 
G12[GPa] 
G23[GPa] 

^12 

^23 

thickness [m] 
dm[m/V] 
dn2[m/V] 
di22[m/V] 

^electrodes \P^\ 

P [kg/nr3] 

e 9.2: Elastic and electromechanical properties of the IATR p 
E-glass 
19.300 
19.300 
4.100 
3.280 
0.148 
0.148 

0.118E-3 
0 
0 
0 
0 

1700 

S-glass 
43.400 
12.000 
3.600 
3.600 
0.280 
0.280 

0.225E-3 
0 
0 
0 
0 

1850 

Graphite IM7 
165.000 
8.300 
4.900 
4.900 
0.340 
0.340 

0.138E-3 
0 
0 
0 
0 

1550 

AFCs PZT5A 
30.180 
14.910 
5.130 
4.050 
0.454 
0.408 

0.165E-3 
350E-12 

0 
-150E-12 
1.140E-3 

4060 

ies. 
MFCs [172] 

30.180 
14.910 
5.130 
4.050 
0.454 
0.408 

0.165E-3 
460E-12 

0 
-210E-12 
1.140E-3 

4060 

The IATR is a fully-articulated rotor system with separate flap and lead-lag rigid links 

that extend from the 0.15R point shown in Fig. 9.3 to the the centre of the hub. The links 

are assumed to be cylindrical in shape, uniform, and similar. Their inertial properties are 
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deduced based on the l /6 t h Mach-scaled data of the actual H-46 helicopter rotor blade [173] 

and they are summarized in Table 9.3. 

R = 1.53972 [m] 
1.00R 

I 

H E 1.12301 [m] 
0.18575 [ml 

Figure 9.3: Top view of the elastic portion of the adopted IATR blade. 

Table 9.3: Inertial and geometric properties of the articulation links of the IATR. 

Length [m] 
Radius [m] 
Mass [kg] 

Flap Link 
0.1155 
0.0231 
0.4584 

Lead-Lag Link 
0.1155 
0.0231 
0.4584 

The lead-lag damper of the H-46 blade is 3500 [ft-lb-s], which was Mach-scaled below 

for illustration purposes 

3500[lb • ft • s] 16[lb-ft-s] = 22[N-m-s] (9.1) 

The Mach-scaled engagement/disengagement parameters based on the operation pa­

rameters of the H-46 helicopter [173] are given in Table 9.4. 

9.2.2 Design Modifications 

Some design modifications to the IATR were adopted in order to update its design relative 

to advanced active blades or due to the unavailability of the data in the literature. In 

essence, the rotor system used in this analysis is not exactly the l /6 t h Mach-scaled rotor. 

However, its parameters are not likely significantly different. These design modification 

are summarized below: 
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Table 9.4: 1/6 Mach-scaled operation parameters of the adopted IATR. 
Parameter 

Blade Droop/Flap Stops Setting [deg]/[rad] 
Blade Lead/Lag Stops Setting [deg]/[rad] 

Linear Stiffness of the Blade Limiters [N/m] 
Lead-Lag/Flap Hinge Damper [N-m-s] 

Maximum Angular Speed of Rotor Hub(nmax) [rev/s] 
Engagement Profile 

Disengagement Profile 
Engagement/Disengagement T\me{tengage/disengage) [s] 

Blade Limiters Disengage Condition 
Flow Medium Density [kg/m3] 

Standard Collective Pitch Setting [deg] 

Value 
Tl/0.0175 
±12/0.2094 

107 

50 
28.650 

£{cos[fj[ {t - tengage) + TT] + 1} 
2 \ C O S [ - J Q - ^ C ^disengage)] T 1 / 

10/3 
Q(t) > 0.5O™* 

Pair X 1.28 
3 

1. The first major design modification is the shape of the airfoil, where for the original 

IATR it is the Boeing VR-7, while in this work the NACA0012 is adopted. This is 

standard for academic purposes, but the main reason is the extensive availability of 

aerodynamic data and constants for the latter. 

2. The effective linear initial twist of the blade is within the limits reported for the 

H-46, which is -8.50°, whilst for the IATR it is -12°. In this work it is taken to 

be —10°, which is similar to the AATR. Fig 9.4 depicts the linear initial twist of the 

elastic portion of the blade. 

3. The lead-lag dampers of modern rotor blades are more powerful, therefore a lead-lag 

damper of 50 [N-m-s] is adopted, which is roughly double that of the H-46 helicopter 

damper in 1977. 

4. In some instances, elastic material properties that were used to manufacture the rotor 

blade had to be estimated based on the best sources in the engineering literature. 
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Figure 9.4: Linear initial twist of the IATR. 

9.2.3 Cross-Sectional Analysis 

Performing a cross-sectional analysis of the adopted IATR with the design modifications 

listed above as shown in Fig. 9.5, yielded the 4x4 stiffness matrix, the cross-sectional in-

ertial properties, and the actuation vectors for AFCs and MFCs actuation with an applied 

voltage of ±2000 [V] for the =F45° active plies such that 

0.05 

0.04 

0.03 

0.02 

0.01 

i 0 

-0.01 

-0.02 

-0.03 

4.04 

-0.05 
-0. 

|E-Glass*45[deg]| .31.... 
.-«£JL 

E-Glass M5[d«g] 
AFCs +45[deg] 
S-Glass 0[deg] 
AFCs -45[deg] 

E-Olass J5[dcg] 
AFCs *45[deg] 

E-Olass *t5[deg] 
IM7 0[deg] 

E-Glass M5[deg], \ 

-0.08 -0.06 -0.04 -0.02 0 
X[m] 

Figure 9.5: Cross-section of the modified IATR. 
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5.1734 x 106[N] -31.0039[N • m] -0.2288[N • m] -0.2841 x 105[N • m] 

-31.0039 21.0032[N-m2] 0[N • m2] 0.2802[N-m2] 

-0.2288 0 245.17193[N-m2] 0.0017[N • m2] 

-0.0284 x 106 0.2802 0.0017 0.2593 x 104[N • m2] 

(9.2) 

^AFCs — 

71.2349[N] 

-0.3700[N • m] 

-0.0002[N • m] 

-0.6242[N-m] 

F 
,(a) 
MFCs 

81.1139[N] 

-0.4905[N • m] 

-0.0019[N • m] 

-0.7093[N • m] 

(9.3) 

«2 + ^[kg-m] 0 0 

0 i2[kg-m] z23[kg-m] 

0 i32[kg-m] z3[kg-m] 

0.2769 0 0 

0 0.0184 0 

0 0 0.2585 

x 10" 

(9.4) 

m[kg/m] = 0.3969 (9.5) 

mCx[m] TO^H 0.0025 0 (9.6) 

where X is the cross-sectional inertia tensor , m is the sectional mass per unit length, and 

mc is the location of the mass centre relative to the beam reference line, which is taken to 

be the quarter chord point. 

The sectional constants are within the expected range of values established based on 

the experimentally-reported ones [168]. Differences can be attributed to the cross-sectional 
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geometry, the selected beam reference line, and the incapability of the present analysis to 

include further cross-sectional details like the metallic nose cap and the metallic honey­

comb/foam core filling, which add additional features to the rotor blade such as resistance 

to lightning strikes. 

9.2.4 Simulation Model Setup 

The active flexible multibody system is set up with the design parameters given above, 

and it is shown is Fig. 9.6. 

(a) 

U3 

CZZ3 Rigid Body 

^^m Revolute Joint 

C D Elastic Beam 
g Blade Limiters 

Figure 9.6: (a) Side view of the generic IATR system, (b) Top view of the generic 
IATR system. 

The cutoff region in Fig. 9.3 that is between 0.27R and 0.15R is assigned one and a half 

times the stiffness and the inertial properties of the elastic blade, which is approximately in 

agreement with the H-46 blade reference data [173]. A convergence study is performed to 

determine a suitable number of beam elements to discretize the elastic blade. The cutoff 

region is always modelled as one beam element while a variable number of elements is 
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used for the rest of the blade. The blade is cantilevered and the tip transverse deflection 

is obtained through simulations under the assumption of a gravitational field in vacuum. 

Since the problem has no analytical solution, the solution with 41 beam elements is taken 

as the reference solution and the percentage change versus the number of beam elements 

is shown in Fig. 9.7 

7 

6 

5 

| 

3 

2 

1 6 8 10 12 14 
Number of Beam Elements 

Figure 9.7: Percentage error of the tip deflection relative to the reference solution of 
the cantilevered generic IATR in the gravitational field versus number of beam 

elements. 

Based on Fig. 9.7 and computational speed considerations, eleven beam elements were 

determined to be suitable for the simulation of the engagement and the disengagement of 

the generic IATR. Also, the simulation CPU time of the IATR engagement /disengagement 

depends on the size of the time step used. The Intel Core 2 Duo Processor CPU time for the 

engagement /disengagement of the IATR using the number of beam elements selected above 

is shown in Fig. 9.8 for three different time stepping techniques. The adaptive technique, 

which refines the time step when impact with the blade stops/limiters is anticipated, is 

used in subsequent investigations. 

• • i • • • • • • 
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Figure 9.8: Comparison of simulation CPU time using three different time stepping 
strategies. 

9.2.5 Relevant Dynamic Active Twist Study 

In anticipation of applying the IAT concept for a certain range of frequencies at a varying 

rotor speed to counter the BSP, a limited system identification study was conducted for 

the rotor system at the hub rotational speeds shown in Table 9.5, where the frequency of 

the first fundamental flap mode is shown as well. As mentioned previously, the BSP has 

been known to be most severe in the neighborhood of 20%nmax. 

Table 9.5: Selected rotor speeds for system identification study and the first flap 
fundamental. 

Rotor Speed %nmax 

0 
10 
20 

Hub Frequency [Hz] 
0 

2.865 
5.730 

First Flap Frequency [Hz] 
8.898 
9.398 
10.900 

The rotor dynamic actuation response is examined for the regimes of interest in this 

research. The rotor with MFCs actuator packs is subjected to the following actuation 

voltage signal 
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V(t) 
2000 

N 

^sin(27r/ i i ) [V] where N = 10, {/* = [0 - 10] | U e 1} (9.7) 
, i=0 

where N is the number of discrete frequencies comprising the signal, and fo is the ith 

frequency of the signal. 

The time-domain tip twist response at the first hub frequency in Table 9.5 is shown in 

Fig. 9.9 and the frequency-domain response is shown in Fig. 9.10. Similarly, the frequency-

domain system responses at the two remaining frequencies in Table 9.5 are shown in 

Fig. 9.11 and Fig. 9.12 respectively. 

i h 

-1 

4 6 
Time [sec] 

• ' ' ' 
10 

Figure 9.9: Time-domain tip twist response of the active rotor blade subjected to the 
signal in Eq. 9.7 at 0[Hz] hub frequency. 

The time-domain and the frequency domain responses are in accordance with the more 

extensive theoretical and experimental dynamic actuation system identification studies 

conducted for other active rotor systems [174, 170] where it was concluded that: 

1. The system behaves linearly at a fixed hub frequency (about nonlinear dynamic 
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o Frequency [Hi] 
J S 6 f 8 
Frequency [Hz] 

Figure 9.10: Frequency-domain tip twist response of the active rotor blade subjected 
to the signal in Eq. 9.7 at 0[Hz] hub frequency. 
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Figure 9.11: Frequency-domain tip twist response of the active rotor blade subjected 
to the signal in Eq. 9.7 at 2.865[Hz] hub frequency. 
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Figure 9.12: Frequency-domain tip twist response of the active rotor blade subjected 
to the signal in Eq. 9.7 at 5.730[Hz] hub frequency. 

equilibrium point). 
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2. The phase lag between the command signal and tip twist response generally increases 

with increasing signal frequency. 

3. The response is almost independent of the medium density and the collective pitch 

setting. 

4. The response is independent of the initial twist/curvature of the blade. 

5. The response is strongly dependent on the blade tip geometry (sweep, taper, and 

anhedral) [175]. 

For the targeted application of this research, the dynamic response of the active system 

is concluded to be acceptable. 

9.3 Aeroelastic Response of the IATR During En­

gagement and Disengagement Operation Using 

the Linear Deterministic Airwake Model 

For the purpose of this investigation, the IATR is engaged and disengaged in the following 

wind conditions: 35[kn], 45[kn], 55[kn] and 60[kn] for Wind Over the Deck (WOD) at 

relative angles of 0° to 360° in 15° increments, where the WOD is pictorially defined in 

Fig. 9.13 

The system is first solved to its initial conditions in the gravitational field in the 

vacuum where it would be resting on the droop stops for the engage state and running at 

full RPM for the disengage one. The system is then immersed in the airwake modelled 

using the linear deterministic model discussed previously with a 0.25 gust factor for a 

period of 3 [sec] before the commencement of the engagement/disegagement operation. 

The nonlinear quasi-steady aerodynamic model with stall effects corresponding to the 
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* 2 < | | 

'Wind 

V, 
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Figure 9.13: Definition of Wind Over the Deck (WOD) angle, ipwoD-

NACA0012 airfoil is used to calculate the aerodynamic loads. It is highlighted at this 

stage that the performance of a proposed control loop algorithm is assessed based on the 

percentage amount of upward and downward blade tip deflections normalized by the total 

blade length, which is depicted in Fig. 9.6(a) and evaluated as 

Tip Deflectiondownward/upward[%i?] 
R 

x 100 (9.8) 

A time history of the tip displacement, flap hinge angle, lead-lag hinge angle, and the 

flap link transverse force for the engagement and the disengagement under the wind con­

ditions of 60[kn], 270°WOD; and 45[kn], 60°WOD are shown in Fig. 9.14 and Fig. 9.15 

respectively. More time histories for different WODs and wind speeds are shown in Ap­

pendix H. 

A more comprehensive examination of the engagement and the disengagement of the 

IATR is presented for the wind speeds of 35[kn], 45[kn], 55[kn], and 60[kn] in 15° WOD 

increments in Fig. 9.16 and Fig. 9.17 respectively in (Ship-Helicopter-Operation-Limits) 

SHOLs format. 
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Figure 9.14: Time history of the adopted IATR engagement under the wind 
conditions of 60[kn], 270°WOD for:(a) Total tip displacement, (b) Flap hinge angle, 

(c) Lead-lag hinge angle, (d) Flap-link transverse force. 

Examination of the tip displacement time history in Fig. 9.14(a) demonstrates the BSP 

during the early stages of the engagement, where significant downward tip deflections are 

registered. After approximately 3 seconds from the start of the engagement, the centripetal 

stiffening of the blade is sufficiently high to prevent any excessive downward tip deflection. 

The flap link starts the engagement in contact with the flap stop as seen in Fig. 9.14(b) 

and subsequent droop stop strikes are observed that are associated with the BSP before 

the stops are retracted at 50% f2max. The effect of the BSP on the forces transmitted to 

the hub components are observed in Fig. 9.14(d) where significant forces are observed in 

the flap link during the early stages of the engagement that later subside when the rotor 

steady state angular speed is reached. The transverse force delta function-like behaviour 

seen around 5 seconds on the time axis is due to the sudden retraction of the blade lim-

iters, which is modelled in the simulation using a logical switch. In reality, the retraction 
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Figure 9.15: Time history of the adopted IATR disengagement under the wind 
conditions of 45[kn], 60°WOD for:(a) Total tip displacement, (b) Flap hinge angle, (c) 

Lead-lag hinge angle, (d) Flap-link transverse force. 

is gradual and the spike observed in the simulation would not occur or would not be as 

severe. Similar conclusions are reached regarding the time histories of the rotor system 

parameters during disengagement in Fig. 9.15. 

The more comprehensive examination of the blade downward/upward tip deflection 

during rotor engagement as a function of wind speed and WOD in Fig. 9.16, which is 

presented in SHOLs format, reveals the potential danger of the BSP where H-46 tunnel 

strikes, which is the tip of the blade striking the fuselage of the helicopter, are precariously 

approached for the 55 [kn] wind speed and certainly do occur for the 60 [kn] wind speed case 

for a band of WOD between 240° and 320° even without ship motion or wind turbulence. 

It must be noted that Keller [17] appears to be the first to use this convention to illustrate 

the BSP, The upward tip deflections, while not being as severe as the downward deflections, 

are also to be reduced in the ideal case to lessen their contribution to the downward ones. 
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Figure 9.16: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR. 

This difference between the upward and the downward tip deflections was also observed 

in the rotor system engagement/disengagement study conducted in [29] using DYMORE 

which contrasts with the significant upward tip deflections reported in [17, 28]. This ob­

servation was attributed in [29] to the difference in aerodynamic modelling. 

Finally, while the disengagement of the rotor system still exhibits the characteristics of 

the BSP, the downward tip deflections are not as severe as those observed in the engage­

ment due to the higher angular momentum possessed by the disengaging rotor relative to 

the engaging one in the neighborhood of the same point on the angular velocity temporal 

profile. 
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Figure 9.17: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR. 

9.3.1 Investigation of Two Open-Loop Control Strategies 

Static Actuation 

The first actuation strategy to be investigated is to twist the blade in a positive sense as to 

induce enough lift at the outboard stations of the blade (where the induced twist matters 

the most) to prevent the excessive tip downward deflections. The actuating constant 

voltage is set for a magnitude of 2000 [V], which corresponds to moderate early-generation 

operational voltages for the IAT concept, and it is activated when the rotor starts the 

engagement or the disengagement phase. The examination of this strategy was performed 

for both AFCs and MFCs and the resulting downward and upward tip deflections for the 

45[kn] and 60[kn] wind speeds are shown in Fig. 9.18 through Fig. 9.21 for the engagement 

and the disengagement phase. The results that include additional wind speeds are given 
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in Appendix H. 

Figure 9.18: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with DC actuation of the integrated AFCs. 

Investigating the SHOLs in Fig. 9.20 and Fig. 9.21 demonstrates that the proposed 

strategy reduces the maximum downward tip deflections, where tunnel strikes during en­

gagement are completely avoided even for the moderate operational voltage of the early 

generation AFCs as can be seen in Figs. 9.18 and 9.19. The downward deflections are 

reduced by employing MFCs by as much as 28%. While the upward tip deflections are 

reduced due to the reduction of the downward deflections for some range of WOD angles, 

they start to appreciably increase for the MFCs actuation between WOD angles of 120° 

through 300°. This is attributed to the increased lift during the early stages of the engage­

ment, which can be seen in Fig. 9.22 that depicts the time histories of the engagement for 

the same wind conditions as those in Fig. 9.14 with MFCs static DC actuation. 

Similar behaviour is observed for the disengagement where the upward tip deflections 
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Figure 9.19: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with DC actuation of the integrated AFCs. 

are increased between WOD angles of 30° through 120°. This is also attributed to the 

increased lift in the late stages of the disengagement as well, which is observed in Fig. 9.23 

that depicts the time histories of the disengagement for the same wind conditions as those 

in Fig. 9.15 with MFCs static DC actuation. The reduction in the amplitude of the 

transverse force transmitted to the flap link is also observed, which reduces the impact of 

another negative aspect of the BSP in terms of the fatigue of hub components. 

Dynamic Actuation 

Inducing blade twist according to a predesigned actuation strategy that seeks to vary 

the amplitude and the polarity of the actuation according to a set of criteria represents 

the next improvement over the simple static strategy proposed above. Additionally, a 

dynamic/variable actuation strategy will likely result in reduction of power requirements 
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Figure 9.20: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with DC actuation of the integrated MFCs. 

when compared to the previous strategy. The open-loop control strategy presented herein 

will be established based on the evolution of the blade angular speed according to the 

engagement/disengagement profile and its azimuthal orientation relative to the WOD. 

Consider Fig. 9.24 that depicts a top view of the rotating blade immersed in the linear 

deterministic model airwake. According to the form of the linear deterministic model, lo­

cation (a) will have the maximum upward gust while location (c) will have the maximum 

downward one. The variable actuation strategy is proposed such that the blade is twisted in 

a positive sense to increase the aerodynamic lift when the blade root azimuthal orientation 

is at (c) while the mirror orientation (a) will experience a negative twist as to induce aero­

dynamic drag. The modified aerodynamic forces at the outboard stations of the blade are 

of importance due to their high tangential velocity as the blade rotates. The blade integral 

twist will vanish at (b) and (d) and will vary smoothly between all four orientations. Fur-
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Figure 9.21: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with DC actuation of the integrated MFCs. 

thermore, it is reasoned that at some temporal point during engagement/disengagement, 

the blade will have gained enough angular momentum that twisting the blade according to 

the latter strategy will have a negative impact on the downward/upward deflection due to 

the downward/upward component of the aerodynamic drag force. At this temporal point, 

a switch from the proposed strategy to a steadily vanishing voltage signal is proposed that 

reaches zero integral twist when steady state is reached. It is difficult to determine this, 

up-to-now qualitative, temporal point for the flexible multibody system that represents 

the rotor given the number of parameters and variables involved. At best, a quantitative 

analysis of this point can be carried out under some set of assumptions in order to simplify 

the problem. If it is stipulated that this temporal point is reached when the root moment 

due to aerodynamic lift is sufficient to counter the root moment due to weight of the blade 

in addition to the compressive aerodynamic load at the (c) orientation in Fig. 9.24, then 
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Figure 9.22: Time history of the adopted IATR engagement with MFCs static DC 
actuation under the wind conditions of 60[kn], 270°WOD for:(a) Total tip displacement, 

(b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

a critical rotor speed can be found from the solution of the nonlinear equation 

N N N 

J2 / / ( C r i t i c a l , <X{X% A T , . . . ) + £ / ' ( ^c r i t i ca l , a(x% M\ fl, V ^ d , . . .) + ] T / * - 0 (9 .9 ) 
i=l i = l i = l 

where f[ represents the functional form of the moment at the blade root due to the 

aerodynamic lift force per beam element i; /* is the functional form of the moment due to 

the aerodynamic downward compression per beam element i; /* is the functional form of 

the moment at the root due to the gravitational force per beam element i; QcritiCai is the 

sought angular speed of the rotor; a{xl) is the angle of attack of the beam element; Ml is 

the local Mach-number of the beam element; (x is the gust factor; K^d is the wind speed; 

and . . . includes other relevant parameters like the medium density and the functional 
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Figure 9.23: Time history of the adopted IATR disengagement with MFCs static DC 
actuation under the wind conditions of 45[kn], 60°WOD for:(a) Total tip displacement, 

(b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

form of the lift/drag curve slope. 

As mentioned above, determining ^critical from Eq. 9.9 for each possible scenario is 

difficult. However, if one imposes the following assumptions, then a value for f2criticai can 

be found numerically for any wind speed: 

1. The IATR is in a cantilevered configuration and it is assumed to be rigid. 

2. The incoming in-plane flow as seen by the blade is purely due to its angular momen­

tum, which is equivalent to considering the blade to be in the azimuthal orientation 

(c) in Fig. 9.24. 

3. The compressive aerodynamic loads are purely due to the gust loading, which is 

linearly dependent on the gust factor //•. 
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blade 

Figure 9.24: Top view of a proposed variable actuation strategy with the proposed 
twist polarity indicated. 

4. The angle of attack of each beam element is determined by the built-in initial twist 

and the standard collective pitch setting. 

5. The Mach number of the flow is set to be 0.3 

Based on the above assumptions, Eq. 9.9 is solved for ĉritical, which is based on three 

seconds initialization and the engagement profile in Table. 9.4, in Table. 9.6. The wind 

speeds considered are also listed in Table 9.6 with a gust factor of 0.25. 

Table 9.6: Ocriticai and ĉritical for a s e t °f wind speeds and a gust factor of 0.25. 
Wind Speed [kn] 

35 
45 
55 
60 

"critical [ r a d / s ] 

18.64 
21.64 
24.96 
26.64 

% of Qmax 

10.35 
12.02 
13.87 
14.80 

^-critical |SJ 

3.695 
3.751 
3.810 
3.838 

Similarly, the disengagement temporal point where the actuation is switched between 

quasi-steady and variable is also based on Table 9.4 such that 
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id/crit ical — "^ ^critical (9.10) 

where icriticai and id/criticai are both measured from the start of the simulation run. 

Since f2criticai in Table 9.4 is based on several simplifying assumptions, it is necessary to 

investigate other temporal points before and after this point to establish its validity. Con­

sidering temporal points in increments of 0.25 starting from 0.5ncriticai up to 2ncriticai, the 

actuation strategy is examined for each one of those points. The value of these temporal 

points for the 0.5, 1.25, and 2 cases are given in Table 9.7 through Table 9.9, while the val­

ues of the rest of these temporal points are given in Appendix H. As before, they are based 

on the engagement/disengagement profile given in Table 9.4 where all of the tabulated val­

ues are for the IATR engagement with the disengagement temporal point given by Eq. 9.10. 

Table 9.7: 0.5Slcriticai and icriticai for a set of wind speeds and a gust factor ol 
Wind Speed [kn] 

35 
45 
55 
60 

0.5ftcriticai [rad/s] 
9.32 
10.82 
12.48 
13.32 

% of Qmax 

5.18 
6.01 
6.93 
7.40 

^critical [SJ 

3.487 
3.526 
3.565 
3.585 

0.25. 

3 9.8: 1.25QCriticai and icriticai for a set of wind 
Wind Speed [kn] 

35 
45 
55 
60 

1.25ncriticai [rad/s] 
23.30 
27.05 
31.20 
33.30 

speeds and a gust factor o1 
% of nm a x 

12.94 
15.03 
17.33 
18.50 

^critical [SJ 

3.781 
3.845 
3.911 
3.944 

0.25. 

Subsequent to the determined temporal point in the simulations, the quasi-steady or 

the low frequency actuation is activated. The voltage of the latter signal is maximum 

at the temporal point and smoothly reaches zero when steady state is reached for the 

engagement. Conversely, the signal is zero when the disengagement starts and reaches its 
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Table 9.9: 20criticai and ĉritical for a set of wind speeds and a gust factor of 0.25 
Wind Speed [kn] 

35 
45 
55 
60 

2ftCriticai [rad/s] 

37.28 
43.28 
49.92 
53.28 

% of a 

20.71 
24.04 
27.73 
29.60 

^critical p J 

4.003 
4.088 
4.177 
4.221 

maximum at the temporal point. The functional form of the resulting actuation vector 

that satisfies the above criteria is 

n (a) 

engagement (*) 

-r-(a) I -r-i 
• /I9nn r •>', 1200 

-77(a) 
•M200 

(a) 
2000 

+ Jf (a) 
2000 

COS 

COS 

j;*n(<)<tt + <7(to) + ¥wind + *r 

-T-JQ—- -r [t — tc ritical) 
\ 3 '•critical j 

: 0 < fi(i) < Qcritical 

• ^critical < £l(t) < f2n 

: fi(<)=0,nmax 

(9.11) 

<p(a) (f\ — 
disengagement V / 

-r(a) , -p{a) 
•'1200 T J 2nnn •-"= 

: 

.(a) 
•^1200 T ^ 2000 c o b 

2000" 

(a) 

/ ' n(t)d< + ff(«o) + *wind + 7r 

2 ( t d / „ L » l - 3 ) (* ^ /cr i t ica l ) 

0 < Q(t) < Ocritical 

^critical < ^ M < ^ r 

n(*) = o, Qmax 

(9.12) 

where a (to) is the initial azimuthal angle of the rotor blade, and ^2000 a n d -M2oo a r e 

the amplitudes of the actuation vector at 2000 [V] and 1200[V] respectively. The voltage 

amplitudes are similar to the extended operation cycle that was envisioned for the ATR 

blade based on CAMRAD II and PETRA simulations [174], where a DC offset is added 

to improve the performance of the piezoelectric fibres. 

A point worth mentioning at this stage is the advantages gained by adding a DC offset 

to the applied signal. In addition to the obvious added advantage of larger positive twist 

in this investigation, a positive DC bias offers the following enumerated advantages [176] 

that prompt engineers to apply it for most piezoelectric fibre applications: 
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1. Prevents the depoling of the PZT material when applying large driving AC fields. 

2. Stabilizes the domain structure and inhibits deaging and depoling in the PZT ma­

terial at high AC fields. 

3. Suppresses the nonlinearity in the piezoelectric response under large AC fields. 

4. Stabilizes the domain walls and the alignment of the polarization. 

5. Domain clamping is introduced without adding much to the polarization of the PZT 

material, which stabilizes the electromechanical coupling tensor dijk for low frequency 

applications. 

The scaled functional shape of the first component of the voltage signal for 270° WOD 

and wind speed of 60 [kn] for 2f2critiCai is shown in Fig. 9.25, where the changing frequency of 

the signal with time as required by this application is apparent. The scaled functional shape 

of the second component (without the DC bias) is shown for the same wind conditions in 

Fig. 9.26. Additionally, the application of the overall proposed actuation strategy for a 

rotor engagement under the same wind conditions is further illustrated in the time domain 

in Fig. 9.27. The spatial trace of the twist command of the first component is shown in 

Fig 9.28 for some given wind conditions. 

The results of applying the actuation strategy of Eq. 9.11 and Eq. 9.12 to the 45[kn] 

and 60[kn] wind speeds examined at r2critiCa] are displayed in Figs. 9.29 and 9.30 for MFCs 

actuation. A more comprehensive examination in terms of wind speed for both MFCs and 

AFCs is given in Appendix H 

The improvement in terms of reduction of the downward deflections is clear. However, 

the upward deflections are not increased despite the higher generated lift that would be 

anticipated for a higher integral positive twist, a phenomenon that was observed for the 

static DC actuation above. In fact, the upward deflections are reduced when comparing 
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Figure 9.25: Scaled first component of voltage signal of the proposed dynamic 
actuation strategy for 2Qcriticai, WOD of 270°, and 60 [kn] wind speed. 

Figure 9.26: Scaled second component of voltage signal of the proposed dynamic 
actuation strategy for 2JlCriticai> WOD of 270°, and 60 [kn] wind speed. 

Fig. 9.29 and Fig. 9.30 to Fig. 9.20 and Fig. 9.21 for the engagement and the disengage­

ment respectively. To further establish the validity of this actuation strategy, the above 

transitional temporal points of AncritiCai, where A e [0.5,0.75,1.25,1.5,1.75,2], are also 

investigated. The results are displayed in Fig. 9.31 through Fig. 9.33 for the 0.5, 1.25, 
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Figure 9.27: Application of the proposed actuation strategy for 2QcrjtiCai, WOD of 
270°, and 60 [kn] wind speed for the engagement phase. 

Tip .Twist Comma nd 

Normalized Y - Rotor Frame Normalized X - Rotor Frame 

Figure 9.28: Twist command of the first component of the actuation voltage signal as 
a function of the rotor azimuthal angle. 

and 2 points only at wind speeds of 45 [kn] and 60 [kn] for the engagement phase knowing 

that similar conclusions can be drawn regarding the disengagement. The results of exam­

ining all of the transitional temporal points at all considered wind speeds are presented in 

Appendix H. 
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Figure 9.29: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for QCriticai-

Examination of Fig. 9.31 to Fig. 9.33 demonstrates that reaching f2critical indeed repre­

sents a temporal point where it is advantageous to switch the actuation from the variable 

frequency mode to the single low frequency one. For instance, comparing the upward 

tip deflection in Fig. 9.31 to the one in Fig. 9.29 demonstrates that ncriticai offers better 

performance than 0.5QCnticai- The case of 0.75ncriticai in Appendix H appears to be very 

close in performance to Qcriticai with the former demonstrating a slightly improved and 

more uniform performance. This is qualitatively expected given that 0.75ncrltiCai is in the 

vicinity of ncritiCai- From Table 9.6 and the engagement/disengagement phase duration in 

Table 9.4, it is evaluated that the first part of the actuation strategy takes approximately 

20% of that duration, which is the region shown by other investigators to have the maxi­

mum deflections during the BSP. 

The deteriorating performance of the actuation strategy that is markedly seen even for 
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Figure 9.30: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for ^critical-

the 1.25ncriticai case in Fig. 9.32 adds more to the validity of the analysis and the reasoning 

presented above. The progressive and rapid nature of this deterioration culminates with 

the 2f2criticai case in Fig. 9.33 that closely resembles the unactuated case in functional shape 

and magnitude. 

The time histories of the engagement for wind conditions of 60 [kn] and 270° WOD 

with dynamic actuation at ^critical are shown in Fig. 9.34 while those of the disengagement 

for 60[kn] and 270° WOD wind conditions are shown in Fig. 9.35. The tip twist angle 

time history of the former is shown in Fig. 9.36, where the effect of the two components 

of the actuation strategy is clear in addition to the effects of aerodynamic loading and 

turning-off/on the DC bias signal. It is interesting to note that the maximum downward 

deflections registered in Fig. 9.35 are during the steady-state phase before the disengage­

ment commences, which explains the uniform patterns seen in Fig. 9.30 that were not seen 
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Figure 9.31: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for 0.5QCriticai-

in Figs. 9.21 and 9.17. This demonstrates that any excessive downward deflections during 

the disengagement phase have been effectively reduced. 

9.3.2 Effect of Ship Motion and Turbulence 

The important effects of ship motion in addition to turbulence are investigated separately 

in order to assess the impact of each effect on the actuation strategy proposed above. The 

same actuation strategy will be applied in addition to some slight modifications that are 

necessary in the case of the presence of ship motion. The effect of ship motion is examined 

first followed by the effect of turbulence. 
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Figure 9.32: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for 1.25Qcriticai-

Ship Motion Effect 

The effect of ship motion in terms of the inertial forces experienced by the active rotor sys­

tem is easily accommodated using the development outlined in Chapter 3 and implemented 

and validated in Chapter 8 where the multibody system is modelled in the non-inertial 

frame of the ship relative to the inertial frame represented by that of the ocean. The dif­

ficulty lies primarily in the effect of ship motion on the airwake, which is difficult enough 

to model even without ship motion as discussed previously. Therefore, any effect of ship 

motion on the airwake that is adopted in this study is acknowledged to be approximate 

and will likely not exhibit all of the important features seen for a true dynamic airwake 

that is affected by ship motion. 

The experimental airwake model developed by a member of the Applied Dynamics 

Group and described in Chapter 1 [44] and the linear deterministic model are modified 
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Figure 9.33: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for 2f2crjticai-

to handle the effect of ship motion. Considering Fig. 9.37, where a top and back view 

of a ship are shown in sub-figures (a) and (b) respectively, the free stream wind is first 

transformed from the inertia! frame of the ocean to the ship frame according to 

* wind_x 

»wind.y 

»wind_z 

= c si 

-KrindCOs(^wod) 

Kind sin(*wod) 

0 

(9.13) 

where CSI is the transformation operator from the inertial ocean frame to the ship frame; 

Kvind-xj Krind-y> and Knnd-z are the components of the free stream velocity expressed in the 

ship frame. 

The velocity component Krind_x in addition to the ship heading speed, shown in Fig. 9.37(a), 

is used as the axial component of the experimental airwake flow field since the actual 
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Figure 9.34: Time history of the adopted IATR engagement with MFCs dynamic 
actuation under the wind conditions of 60[kn], 270°WOD for:(a) Total tip displacement, 

(b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

model lacks one, while the underlined components Knnd-y and Vw-md^ are discarded. The 

free stream component K,ind.Y, expressed in the ocean frame and shown in Fig. 9.37(b), is 

obtained as 

Kvind.Y = K i n d s i n ( * w o d + ^ y a w ) (9.14) 

The speed component Kind_Y is used as the beam wind input into the experimental 

model in addition to the ship roll angle 4>roii to obtain the airwake flow field components 

Kvind.y and Kindjz depicted in Fig. 9.37(b). It is obvious that the following assumptions 

are embedded in this development: 

• No ship pitch effect on the airwake lateral flow components is included in this analy­

sis. For instance, if the ship encounters bow or stern winds then the flow field seen by 
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Figure 9.35: Time history of the adopted IATR disengagement with MFCs dynamic 
actuation under the wind conditions of 45[kn], 60°WOD for:(a) Total tip displacement, 

(b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

the rotor is equivalent to the horizontal deterministic airwake explained in Chapter 1 

• The inertial beam wind speed component depends on the ship yaw angle only with 

the effect of the other rotational degrees of freedom and the Cardan/Bryant sequence 

of finite rotations being neglected as seen in Eq. 9.14. 

• Dynamic effects on the airwake due to ship motion are neglected and the airwake 

is assumed to vary in a quasi-steady sense according to the ship roll angle and the 

magnitude of the wind beam velocity component. 

• The helicopter is assumed to be taking-off from a location on the ship that is similar 

to the one highlighted in Fig. 9.38, which justifies the assumption of a laminar axial 

flow on the ship deck for stern or bow wind. 
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Figure 9.36: Time history of the tip twist angle of the adopted IATR engagement 
with MFCs dynamic actuation under the wind conditions of 60[kn], 270°WOD. 

Figure 9.37: Analysis of ship motion effect on the experimental airwake model (a) top 
view, (b) back view. 
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Figure 9.38; Flight deck of the aircraft carrier HMSOcean [Courtesy of the Royal 
Navy]. 

Similarly, the linear deterministic model is modified to include the effect of ship mo­

tion on the airwake. Considering the transformation in Eq. 9.13 and the illustrations in 

Fig. 9.37, the local wind over the deck angle a is defined as 

a = 2TT — arctan( wm y ) , 0 < a < 2ir (9.15) 
' wind-x 

where Vwind_y and Kdnd-x are the free-stream velocity components resulting from Eq. 9.13. 

The rotor disc lateral velocity loading becomes 

3?r 
KJV* + Vfxsm((a + <p) - (— - a)) sin(a) + Vz (9.16) 

where similar to the conventional definition of the linear deterministic model, a is the 

azimuthal angle of the rotor hub; <p is the lead-lag hinge angle; and Vz is an additional 
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lateral velocity component given by Eq. 9.13; and the trigonometric term sin(o;) ensures 

that the cliff-edge effect of the airwake vanishes for stern/bow winds and is maximum for 

the beam ones. 

The rotor engagement /disengagement studies were performed with l /6 t h Mach-scaled 

representative ship motion typical of a Canadian frigate for the sea states shown in Ta­

ble 9.10. The time history of the ship motion was examined and a quiescent period that 

fulfills a certain criteria for roll angle, and heave acceleration was selected to perform the 

engagement/disengagement, which is a standard procedure for (Helicopter-Ship-Dynamic-

Interface) HSDI. 

Table 9.10: Sea states selected to examine the effect of ship motion on the proposed 
strategy to counter the BSP. 

Significant Wave Height [m] 
Ship Heading [cleg] 

Ship Speed [kn] 
Wind Speed [kn] 

Wind Direction [deg] 

Deterministic Airwake 
4 

0, 30, 60, 90 
10 

25,50 
0° -+15° 360° 

Experimental Airwake 
4 

0, 30, 60, 90 
10 

25, 50 
0° -+15° 360° 

The resulting maximum deflection response for the rotor engagement and disengage­

ment for the 4_000_10 and 4_060_10 sea states coupled with the experimental airwake model 

is shown in Pig. 9.39 through 9.42 along with the effect of the dynamic actuation strategy 

developed in section 9.3.1. Similarly, the rotor response coupled with the modified linear 

deterministic airwake model is shown in Fig. 9.43 through 9.46 for the same sea states. 

The results for the rest of the sea states enumerated in Table 9.10 are given in Appendix H 

Examination of the SHOLs-like minimum/maximum tip deflections in Fig. 9.39 through 

Fig. 9.46 yields the following observations regarding the differences between the two air­

wake models with ship motion present: 

I. For both airwake models, the ship motion affects the BSP in generally a negative 

way as expected. 
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Figure 9.39: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR, sea state 4_000_10, experimental airwake. 

II. In the case of the experimental airwake model, the only tunnel strike is predicted 

when the angle between the ship heading and the waves is zero. This is primarily 

attributed to the implementation of the experimental airwake with ship motion where 

the axial wind is highest for the aforementioned ship motion at 0° WOD. Another 

contributing factor is the high forward heave velocity and acceleration of the ship. 

III. In the case of the experimental airwake, the downward tip deflections increase with 

increasing angle of the ship heading relative to the incoming waves for the WOD 

angle between 210° and 330° and to a lesser extent between 30° and 150°. A similar 

conclusion can be drawn regarding the upward tip deflections for the WOD angle 

between 210° and 330° with the exception of the 30° ship heading. 

IV. In the case of the experimental airwake model (as with the linear deterministic one), 

the BSP is more severe for engagement compared to disengagement. 
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Figure 9.40: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_000_10, experimental airwake. 

V. In the case of the linear deterministic model, even the disengagement is registering 

tunnel strikes, which was not observed without ship motion. 

VI. In the case of the linear deterministic model, the downward tip deflections are more 

severe than those of the experimental model while for the upward deflections the 

contrary is true. This is attributed to the main difference between the two mod­

els, which is the absence of the downward compressive portion in the experimental 

airwake. This is neither a contradiction nor a deficiency with either model, but a 

reflection of different ship deck structural environments for which the models are 

applicable. 

In regard to the effectiveness of the actuation strategy when ship motion is present, 

one can also draw the following conclusions: 

I. Despite the actuation strategy being developed using the linear deterministic model, 
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Figure 9.41: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR, sea state 4_060_10, experimental airwake. 

it is overall still successful, but not as effective, in reducing the BSP to safe levels for 

the experimental airwake model. For both airwake models, the proposed actuation 

strategy managed to reduce the downward tip deflection. 

II. The actuation strategy increases the upward tip deflection in the case of the exper­

imental airwake model for WOD of 210° to 330° for all sea states and it is more 

pronounced for the higher wind speed. 

III. In the case of the deterministic airwake model, the strategy gradually loses its effec­

tiveness as the ship heading, WOD angle, and wind speed increase, which is expected 

since the ship rolling motion induced at those sea states directly impacts the lateral 

component of the airwake model. For instance, the tunnel strikes are completely 

eliminated for the 4_000_10 sea state for both wind speeds considered while tunnel 

strikes are still present for the 50[kn] wind speed in the 4_060_10 sea state. Nev-
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Figure 9.42: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_060_10, experimental airwake. 

ertheless, the actuation strategy created zones in the SHOLs where the helicopter 

would not normally be able to operate such as the one defined by 150° < WOD 

< 210°. Furthermore, for the 4_060_10 sea state, the 25[kn] wind speed has been 

rendered completely safe for engagement and disengagement and the safe zone is 

greatly enlarged for disengagement at the 50[kn] wind speed. 

IV. The 4_030_10 sea state is observed to be between the 4_000_10 and the 4_060_10 while 

the 4_090_10 is more challenging than the 4_060_10 in terms of the effectiveness of 

the actuation strategy. 

V. The upward deflection is not significantly increased for the deterministic model as 

in the experimental one. However, when it increases, it is generally within the same 

range of WOD identified earlier and it is also more pronounced for the higher wind 

speed. 
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Figure 9.43: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR, sea state 4_000_10, deterministic airwake. 

In summary, it seems that even with ship motion the actuation strategy proposed is 

still capable of reducing the BSP to safe levels considering that the sea states chosen for 

this study are not mild and the 50 [kn] wind speed in addition to 10 [kn] ship cruise speed 

could create very high speed ship airwake. For illustrative purposes, time histories of 

the engagement of the IATR using both airwake models with and without the actuation 

strategy for selected ship motions are shown in Fig. 9.47 through Fig. 9.50, which further 

reveals the additional complexity of the problem when ship motion is present. Additional 

disengagement time histories are given in Appendix H 

Turbulence Effect 

A semi-empirical modelling of the turbulence present in the ship airwake, which comple­

ments the steady experimental one, has also been developed by a member of the Applied 
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Figure 9.44: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_000_10, deterministic airwake. 

Dynamics Group [44]. The basis of this modelling invokes some simplifying assumptions 

to render the problem tractable. Turbulent fluctuations in atmospheric flows are often 

represented using the Von Karman equations for turbulence auto-spectra and coherence. 

Using a Von Karman turbulence spectrum from constants as determined by experiment, 

a representative time history of velocity fluctuation is calculated using a Fourier Series. 

The perfectly-correlated turbulence model involves the assumption that this representative 

time history is applied at every point in the flow field. The magnitudes are adjusted to 

reflect a local representative RMS value and these turbulent fluctuations are superimposed 

on representative mean flow velocities such as 

V(x,y,z,t) = 9(x,y,z) + 9(t) (9.17) 

where V(x> y, z, t) represents the airwake velocity field, V(x, y, z) is the steady component 
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Figure 9.45: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR, sea state 4_060_10, deterministic airwake. 

of the airwake velocity field, and V(t) is the perfectly correlated velocity turbulence com­

ponent where its spatial independence is duly noted. 

The model also includes a correction for the Taylor hypothesis, which assumes that tur­

bulent eddies are convected with the mean flow velocity. This means that an appropriate 

phase shift is applied to the base time history signal to compensate for the fact that some 

points are further downstream than others. The perfectly correlated assumption results 

in an over-estimation of the effect of turbulence on the velocity flow field. 

The effect of the perfectly correlated turbulence model is first examined for the wind 

speeds and the ship deck roll angles given in Table 9.11, where only beam winds are con­

sidered. Throughout this investigation, only the engagement phase is considered knowing 

that it is more severe in terms of the BSP compared to the disengagement phase. 

The resulting maximum downward and upward tip deflections for the 45 [kn] case are 
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Figure 9.46: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_060_10, deterministic airwake. 

Table 9.11: Experimental airwake conditions selected to examine the effect of the 
perfectly correlated turbulence. 

45/60 [kn] Wind Speed 
Ship Deck Roll Angle [deg] -10, -5, 0, 5, 10 

shown in Fig. 9.51 and Fig. 9.52 and compared to those predicted when turbulence is 

neglected. The 60[kn] wind speed case is given in Appendix H. 

The turbulence appreciably increases the downward tip deflection and its influence 

becomes sufficiently pronounced for positive roll angles as to cause tunnel strikes. The 

upward deflection decreases for negative roll angles while it increases for positive ones. 

The increase in downward deflection is not unexpected and it is attributed to the structure 

of the steady airwake model discussed previously and the additional energy in the flow 

introduced by the fluctuating components. The temporal random phase angle of the 

fluctuating component certainly plays a role in determining the change in magnitude of 
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Figure 9.47: Time history of the adopted IATR engagement under the wind 
conditions of 50[kn], 270° WOD with 4_060_10 sea state using the experimental airwake 

model for:(a) Total tip displacement, (b) Flap hinge angle, (c) Lead-lag hinge angle, 
(d) Flap-link transverse force. 

the steady component, which explains the peculiar behaviour sometimes encountered when 

turbulence is present. 

Since the turbulence model represents a worst-case scenario, the effectiveness of the 

actuation strategy is assessed based on the percentage change it is capable of inducing 

in the maximum tip deflections. Fig. 9.53 and Fig. 9.54 show that with the exception 

of small increases in the upward deflection for negative deck roll angles, the maximum 

downward and upward deflections are remarkably reduced. The positive deck roll angles 

are expected to be the most challenging given that the whole rotor disc is subjected to a 

persistent compressive gust. The scenario in this investigation resembles an engagement 

of the IATR from an off-shore platform rather than a ship deck given that the roll angle 

is fixed. Finally, it is highlighted that the actuation strategy seems to gradually lose 
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Figure 9.48: Time history of the adopted IATR engagement with the actuation 
strategy employed under the wind conditions of 50[kn], 270° WOD with 4_060_10 sea 
state using the experimental airwake model for:(a) Total tip displacement, (b) Flap 

hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

its effectiveness as the wind speed and the platform roll angle increase. This is seen in 

Fig. H.29 in Appendix H where an increase in the downward deflection is registered for 

even the -10° case. Again, the perfectly-correlated turbulence coupled with the fixed roll 

angle and the high wind speed are reasoned to be responsible for this one-time failure 

of the actuation strategy. Time histories of the rotor response that show the effect of 

turbulence are shown in Appendix H 

9.4 Future Recommendations 

The study presented herein is proof of a concept and is meant to be a feasibility in­

vestigation, albeit with state-of-the-art modelling tools, to justify the need for further 
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Figure 9.49: Time history of the adopted IATR engagement under the wind 
conditions of 50[kn], 180° WOD with 4_000_10 sea state using the linear deterministic 
airwake model for:(a) Total tip displacement, (b) Flap hinge angle, (c) Lead-lag hinge 

angle, (d) Flap-link transverse force. 

investigation. It definitely shows that the IAT concept is capable of countering the BSP 

for the Mach-scaled environment considered. Obviously, more advanced modelling tools 

will add further refinement to the results presented and these modelling advancements 

have been enumerated in previous chapters and they will not be repeated here. 

The first most important follow-up to this investigation is the experimental study of 

the proposed strategies in wind tunnels. This entails the construction of scaled active 

rotor system as discussed previously. In addition to validating the promise of the concept 

demonstrated in this investigation, it will add further insight into its engineering practi­

cality in terms of cost and ease of implementation. 

The second follow-up would be adopting more advanced and full-scale rotor systems 

that employ designs that optimize the tip twist for the least amount of MFCs plies and 
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Figure 9.50: Time history of the adopted IATR engagement with the actuation 
strategy employed under the wind conditions of 50[kn], 180° WOD with 4_000_10 sea 
state using the linear deterministic airwake model for:(a) Total tip displacement, (b) 

Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 

power consumption. Obviously, having larger amplitudes for the tip twist angle is advan­

tageous in addition to establishing the validity of the actuation strategy for a full-scale 

system. Confirmation of the aforementioned outcome cannot be overemphasized if the 

proposed strategy is to merit additional investigations and if it is to find its way to actual 

application in maritime helicopter operation. 

Thirdly, investigating closed-loop control strategies with the attentive nonlinear sys­

tem identification is a natural progression beyond this study and it will likely overcome 

the hurdles faced by an open-loop system more easily including the inadvertent increase 

in upward deflection or the sensitivity to the ship airwake model and structure. This 

task may be complicated by the nonlinear and the highly transient nature of the problem. 

Nevertheless, classical control schemes that rely on certain approximations of the problem 
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Figure 9.51: Maximum downward tip deflections for various deck roll angles when the 
perfectly correlated turbulence is considered. 
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Figure 9.52: Maximum upward tip deflections for various deck roll angles when the 
perfectly correlated turbulence is considered. 

may prove to be effective, such as gain scheduling, where the rotor system is approximated 

by a series of transfer functions with each function being approximately valid for a certain 
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Figure 9.53: Percent change in the maximum downward tip deflections for various 
deck roll angles with the perfectly correlated turbulence model and the actuation 

strategy. 
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Figure 9.54: Percent change in the maximum upward tip deflections for various deck 
roll angles with the perfectly correlated turbulence model and the actuation strategy. 
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range of hub angular speed. Strain sensors, or the piezoelectric fibres themselves, could 

act as feedback sensors for the control law. 
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Conclusions 

In this research an aeroelastic phenomenon encountered during maritime operation of he­

licopters, known as the blade sailing phenomenon, was identified as being a limiting factor 

in some elevated sea conditions in which it would otherwise be possible and desirable to 

launch and recover maritime helicopters. The multidisciplinary engineering nature of the 

problem in addition to associated hazards and complexity, owing to the number of factors 

contributing to its occurrence, was shown to render it very difficult to investigate in the 

field. As other investigators have concluded, it was demonstrated that advanced and vali­

dated simulation tools are best suited to investigate this phenomenon. Most importantly, 

a research gap was identified in terms of practical engineering solutions to alleviate, if 

not eliminate, the impact of this phenomenon on the tactical flexibility of maritime heli­

copters. 

In order to model the BSP and investigate the feasibility of a proposed strategy to 

counter it, advancements and gaps in modelling of rotor systems that employ the integral 

active twist concept were identified and tackled. A cross-sectional theory that consistently 

reduces the 3-D elastic energy of thin-walled composite beams/blades with arbitrary geom­

etry and material anisotropy to a linear 2-D theory over the cross-section without invoking 
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any ad hoc assumptions was extended to include embedded active macro fibre compos­

ites. The resulting electromechanical theory was validated against general active beam 

cross-sectional finite element analysis codes that were in turn validated against nonlinear 

multiphysics 3-D elasticity finite element calculations and experimental data. The theory 

also corrected previously published developments for active thin-walled beams. Its analyt­

ical nature allows for efficient implementation and provides an ideal tool for optimization 

studies during the design stages of thin-walled active rotor blades. Furthermore, the ap­

plicability of the theory to low frequency phenomena renders it ideal for blade sailing 

analysis, which is characterized by low frequency components. Finally, a refined theory 

for active thin-walled open cross-section beams, which incorporates the Vlasov effect, was 

developed and validated. The latter theory has the same advantages as its closed cross-

section counterpart and can be used to analyze variant concepts of active rotor blades or 

other slender structural members. 

A geometrically exact intrinsic theory of moving beams, which allows for large defor­

mations under the condition of small strain, was extended to model more realistic active 

rotor blades. The theory is deemed essential for the investigation due to the large deflec­

tions that characterize the BSP. The geometrically exact beam theory was integrated into 

an intrinsic formulation of active flexible multibody systems in a non-inertial frame that is 

representative of rotors operating on ship decks. The intrinsic formulation was shown to 

be advantageous in terms of being symbolic; reducing the level of nonlinearity; and being 

weak in the sense of derivatives, which allows for simple shape functions to be used. Fur­

thermore, it was demonstrated that the intrinsic formulation allows for the salient features 

of the first order generalized-a method demonstrated in the linear domain to be retained 

when applied to the nonlinear domain. This has reinforced the notion that the formulation 

of the nonlinear elastodynamic equations plays a significant role in determining the success 

of a proposed integration scheme. 
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A Froude-scale experimental rotor was designed and built to validate the simulation 

tools and investigate some aspects of the BSP. The validity and the efficiency of the rotor 

system modelling was successfully established in two phases. The first phase was conducted 

in a wind tunnel and the second one was conducted in a laboratory using a 6DOF motion 

platform, to reproduce the aeroelastic response to a representative airwake and ship motion 

respectively. It is concluded that the parameters of the engagement /disengagement profile 

play a minimal role in the occurrence of the BSP. Increasing or decreasing the collective 

pitch setting along with increasing the wind speed and ship deck roll angle was found 

to amplify the BSP. Additionally, it was further verified that the nonlinear quasi-steady 

aerodynamic model with Mach number effects on the stall point is sufficient for blade sail­

ing research when compared to the unsteady aerodynamic model; however, the latter was 

shown to be more accurate, particularly at higher wind speeds. The second phase consisted 

of securing the rotor system to a motion platform and planning the experimental runs to 

achieve the following three goals: Sub-phase (I) examined the blade aeroelastic response 

to scaled and representative frequencies of harmonic ship pitch/roll motion at constant 

selected rotor hub speeds; Sub-phase (II) examined the aeroelastic response of the rotor 

during the whole engagement/steady-state/disengagement operation profile to scaled and 

representative ship motion of a Canadian frigate; and Sub-phase (III), which is considered 

secondary relative to the other goals, subjected the rotor spinning at a constant hub speed 

to a scaled and representative ship motion. It was experimentally shown that in the ab­

sence of a ship airwake, there exists a rotor speed at which moderate to high roll/pitch 

frequency will have a detrimental impact on the blade response in terms of amplifying the 

BSP. Various collective pitch settings were shown to demonstrate the same observation. 

This observation was argued to be theoretically expected given the interaction between the 

inertial forces on the rotor system while operating on ship decks. Furthermore, additional 

observations are noted regarding the impact of increased hub speed and collective pitch 
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setting on the maximum blade tip deflection. The validity of the geometrically exact in­

trinsic flexible multibody dynamics model to investigate the aeroelastic response of rotors 

operating from ships was also established based on Goal (II). 

The integral active twist concept was demonstrated to reduce the BSP to very safe 

levels in Mach-scaled rotor system operation. Static and dynamic open-loop actuation 

strategies were proposed. The successful performance of the latter was demonstrated 

through numerical simulations using the validated modelling tools and comparison with 

variant strategies. In addition to being tested in a deterministic (analytical) ship air-

wake representation, the strategy displayed the same success when an experimental ship 

airwake was used. Also, the strategy's performance was successful when tested with rep­

resentative ship motion coupled with the corresponding simplified airwake modifications. 

Furthermore, when an experimental fully-correlated turbulence model was added to the 

ship airwake, the proposed strategy was successful once more. The success of the open-

loop control strategy is attributed to the modification of the aerodynamic loads at the 

outboard blade stations where it matters the most; the minimal phase lag of the response 

of the active twist at the frequencies of interest; and its design and validation. 

Finally, despite the success of the developed simulation tools and the open-loop control 

strategy in modelling and reducing the BSP to safe levels respectively, recommended future 

improvements and investigations were outlined in each chapter to propel this research to 

the next level. It is concluded that the research was successful in advancing the efficient, 

yet comprehensive, modelling of active rotor systems operating from ship decks and in 

demonstrating the feasibility of the integral active twist approach for countering the BSP. 
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A.l The Plane-Stress Reduced Constants Da^5 

The lamina stiffness matrix Q can be found in any introductory composite engineering 

book like Reference [177] along with its transformation to the global frame 

Q = nT(d)Q1l{d) (A.l) 

where ft(#) is defined in Eq. 2.28 

The reduced 2-D material constants D01^5 can be written as 

[D] = [Q1] - 2 [Q2] [Q3] - 1 [Q4] + [Q4]T [Q*] "x [Q4] (A.2) 

where 
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ID] 

[«'] 

m = 

[Q3] 

[Q'\ = 

p l l l l £)1122 ̂ 1112 

2)1122 £)2222 £)1222 

£)1112 £)1222 £)1212 

Q l l Q l 2 Q l 6 

Q l 2 Q22 Q26 

Q l 6 Q26 <?66 

<5l3 Ql5 <9l4 

<?23 Q25 <?24 

Q36 ^ 5 6 Q46 

Q33 Q35 Q36 

Q35 Q55 <?45 

Q36 Q45 Q44 

<5l3 Q23 Q36 

Q l 5 ^ 2 5 <?56 

<5l4 Q24 Q46 

(A.3) 

(A.4) 

A.2 The Shell Energy Per Unit Length Material and 

Electromechanical Matrices 

The material matrices Q, S, and P in Eq. 2.34 are denned in terms of the 2-D material 

constants corresponding to membrane, bending, and coupling between these two modes 

Eft*, Ef1&, and E°fyS such that [92] 

{Efrs,E:tS,Efs} = \j*h D"W | l , i ( | )2 j d£ (A.5) 
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Q 

s h 

p h 

E™ 

hEUn 

2hE^2 

' £111, 

£1122 

_ hE™ 

£1212 

£1222 

_ hE%» 

hEl
er 

h?El
b
111 

2h2E1
b
n2 

hEW 

hE™ 

h2EU22 

£1222 

£2222 

hEf22 

2hE^2 

2h2E\™ 

Ah2Eb
1212 

2hE™2 

2hE%22 

2h2El222 

hEl222 

hE2222 

h2E2222 

(A.6) 

The electromechanical matrices H and G represent the coupling between the piezoelec­

tric strains and the mechanical strains such that 

where 

H 

zi 

zt/h 

W%/h 

G = 

Z%/2 

zi 

_ wz/h _ 

(A.7) 

/

h. 

\ [Dnndni + 2Din2dn2 + D^d^E, d£ 

Za
2 = I'2 [2Dni2dlu + 4D1212dn2 + 2Dn22dl22]E1 d£ 

• M 

Z* = II[E>U22^ + D2222dn2 + 2Dl222dl22]El d^ (A.8) 
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and 

W? = f2 [Dnndnl + 2D1U2dn2 + DU22dl22]E^ d£ 

W% = I' [2Dni2dm + 4D1212d112 + 2D1222d122]E1£ d£ 

[[DU22c 1222.} dm + D^dn2 + 2D*mdm]E1t d£ (A.9) 

dill 
V 

d\22 

0?112 

= K(fi) 

dm 

di22 

dm 

(A.10) 

A.3 Convergence of t he Displacement Field of Closed 

Cross-Sections 

As the result of a third perturbation of the displacement field in Eq. 2.84, the resulting 

strain field becomes 
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7n 

2712 

722 

W'l - XaK + «>1,1 + 101,1 

* e(f) ^[c(f)2(f)] 

rn9' + ty2>i + wi,2 + w2,\ + w\,2 + w2,i 

, u>3 . ~ . u>3 
W2,2 + ~n + W2,2 + -p" 

feKt)l ?,[<!)] 

/ 

fop 11 h 

\ 

hpi2 = h 

h 

X3,««2 _ ^2,a«3 - ^ V ^ +W3.1 I+ W3.ll + #3,11 

r „ 0 ' + Wi>2 + Wl,2 - S _ ^ - / + W 3 ) i2+ W3,12 + W3;i2 

/ \ 

3 

1 
4R 

Zip: '22 /l 

4R 

( 

V 

W2,l + ^2,1 + ^2,1 

\ 

#3,2 + W3)2 + U>3)2 - — \ w2 + w2 + w2 (A.11) 

,2 

As reasoned previously, the order of W\ can be determined by requiring that the phan­

tom term in 2712 be annihilated. The candidate function is #1,2 which implies 

(A.12) 

The only leading order terms that are not of order O (e) are those of order O (ef)-, 

which determine the order of the remaining perturbations wa such as 
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a2 £ a £ 

where cross-terms between the new perturbations and terms of order 0(e) vanish due to 

the Euler-Lagrange equations of the latter in the previous cycle. 

Examining Eq. A. 11 demonstrates that no terms of order O (e) are generated and the 

displacement field is said to have converged to that order. 

A.4 Mathematical Implications of the Constraints on 

the Displacement Field of Closed Cross-Sections 

The first equation of Eq. 2.56 is straight forward since 

P22 = 03 (A. 14) 

which physically implies that the shell bending strain measure is single valued around the 

contour. 

The second constraint follows from realizing that the total elastic displacement V\ is 

single valued, so that 

<p Ui)2 ds = (b Wi)2 ds + (p wi>2 ds = 0 (A.15) 

with § Mi>2 = 0, which implies that the axial translation of the rigid body is eliminated 

from the warping function such as 

<bw1>2ds = 0 (A.16) 

Therefore 
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(b (f>\ ds = (b 2712 ds = (p W\fi ds + <z> r n # ' ds (A. 17) 

The last two constraints are derived from representing the elastic displacements by the 

warping functions, that is 

v2 = u2x2,s + u3x3>s =^ w2 = u2x2tS + u3x3>s 

V3 = U2X3>S - U3X2,S ^ W3 = U2X3>S - W3^2)S (A. 18) 

Multiplying the first equation by x2 and the second one by x3 one can solve for u2 and 

u3 to yield 

U2 = W)2^2,s + W3^3,s 

W3 = W2^3,s + W3X2jS (A.19) 

where the relation {j£) + (^f) = 1 has been utilized in deriving Eq. A. 19 

Differentiating Eq. A. 19 with respect to s and integrating around the contour yields 

f [w2)2x2>s + w2x2jSS + w3,2x3>s + w3x3>ss\ ds = 0 (A..20) 

j> [W2,2X3,S + W2X3>SS - W3,2X2>S - W3X2jSS] ds = 0 (A.21) 

utilize the last of Eq. 2.25 to rewrite Eq. A.21 as 
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X2,s [ W2,2 + "p- I + X3)S ( ^3,2 - "p-

. „ . W3\ ( A W2 

^3,S I W2,2 + "p- I + X2)S I W3>2 - "p-

ds = 0 

ds = 0 

(A.22) 

(A.23) 

Recalling Eq. 2.50 followed by integration by parts to yield 

/ 
xa,s(j>z,2 ds = 0 j> %a 03 ds = 0 (A.24) 

A.5 Material and Geometry Matrices of Single- and 

Two-Cell Cross-Section 

The matrices F and J for a single-cell are given by 

F = / F ( s ) d s J=§J{s)ds (A.25) 

where 
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F(s) 

J(s) 

Pi 
- l 
1 x2P, ,-1 

13 
x*R - i 

13 

p - 1 
-MS 

c\ rn xsci 

X2C3 0 X2X3C3 

x3c3 0 x\c3 

c 3 0 X3C3 

-X2CI 

-x\c3 

~X2X3C3 

-X2C3 

p-1 
rlZ 

^ 2 ^ 1 3 x 2 ^ 3 3 # 2 ^ 3 ^ 3 3 X
2P33 

X3P13 X2X3P33 XSP33 X3P33 

X2P33 X$P33 
p - 1 
•* 33 

(A.26) 

For the two-cell case the matrices F and J have the form 

ritwo—cells 

J two—cells 

§l+2Fds f2F ds 

f2Fds f2+3Fds 

fl+2 J d s 

A+3 J d s 
(A.27) 

For the three-cell case the matrices F and J have the form 
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rithree—cells 

J* hree—cells 

§l+2Fds J2Fds 0 3x3 

I*F** $2+3+4+5Fds J5Fds 

03 x 3 J5 F ds <f5+6 F ds 

* 2+3+4+5 

f5+6 ^ d s 

J ds (A.28) 
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B.l Properties of the Skew-Symmetric Operator 

Consider the 3 x 1 vector Z expressed as 

Z2 

Z* 

(B.l) 

The skew-symmetric (cross product) operator of the vector Z denoted as Z is defined 

in a dyadic form as 

Z = Z x A 3 x 3 (B.2) 

where A3><3 is the 3 x 3 identity dyadic. 

The matrix form of the skew-symmetric tensor of Eq. B.2 is 

0 - Z 3 Z2 

Zs 0 -Zx (B.3) 

-z2 zx o 

If B is also a 3 x 1 vector, then the following properties of the skew-symmetric operator, 
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which can be proven using term by term expansion, are given as 

(Z + B) = Z + B (B.4) 

ZT = - Z (B.5) 

ZZ = 0 (B.6) 

BZ = - Z B (B.7) 

BTZ = - Z T B (B.8) 

BZ = Z B T - A 3 X 3 B T Z (B.9) 

BZ = ZB + BZ (B.10) 

B.2 Intrinsic Beam Dynamic Relations 

To prove Eq. 3.35, the relation in Eq. 3.34 is first rewritten as 

SCBW = -8$'cBb - ^>CBW (B. 11) 

Taking the variation of Eq. 3.24 gives 

5CBh' = 8CBbk - 5KCBb - K5CBb (B.12) 

Equating Eq. B.ll and Eq. B.12 gives 

-J^'CBb - &ipCBh' = 6CBbk - 5KCBh - KSCBb (B.13) 

Using Eq. 3.32 to eliminate 8CBb, and Eq. 3.22 to eliminate CBb', Eq. B.13 is rewritten 

as 
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-5^CBb - 5ipCBbk + 5ij>KCBb = -5ipCBbk - 5KCBb + K5ipCBb (B.14) 

Eliminating opposite terms in Eq. B.14 and isolating the term 5KCBb on left hand side 

after rewriting it as 8nCBb since 5K. = 5K yields 

faCBb = KS^CBb + ~5$'CBb - Jxj>KCBb (B.15) 

Pre-multiplying both sides of Eq. B.15 by CBh gives 

5K = 5ip + K5ip - 5tpK (B.16) 

Invoking the last property of the skew-symmetric operator, Eq. B.10, for the under-

braced terms yields Eq. 3.35. 

To derive Eq. 3.37, Eq. 3.27 is first written as 

7 + e1 = CBb(e1 + u; + ku6) (B.17) 

Post-multiplying Eq. B.17 by 5CBbCBbT yields Eq. 3.37. 

To derive the kinetic energy expression in Eq. 3.48, Eq. 3.47 is written as 

/ C = ^ / y P ( v + J7^)T (V + n $ ) V? dafcda* (B.18) 

K=^j j p (V T V + VTftg + fClTV + f^Cl^j yfg dx2drr3 (B.19) 

Applying properties B.7 and B.8 twice to the double underlined terms while applying 

property B.9 to the single underlined term yields 
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K \f f P [VTV - nTV£ - ftTV£ - f (CIQT - ^ ^ n ) $] y/g dx2dx3 (B.20) 

Upon rearranging Eq. B.20 and invoking the definitions in Eq. 3.49, Eq. 3.48 is re­

trieved. 

To derive Eq. 3.66, a procedure that is similar to the one outlined in Reference [f 78] is 

employed where the following inverted relations are first written 

u = 

CBb ' = 

CBb = 

J --

v' = 

= CBbT (7 + eO - e! - kub 

= C B b T V - ( i u b - v 

= - « c B b + cBbic - kcB b 

= -£icBb + cBbu> 

= —ku> 

= - k v 

(B.21) 

(B.22) 

(B.23) 

(B.24) 

(B.25) 

(B.26) 

Substituting Eqs. B.21 through B.26 into Eq. 3.65 yields 

V - 7 = (-kCBb + CBbk - kCB b) [v + wub + (i v + u>ub + (CBbT V - umb - v ) (B.27) 

+e Bb -kv + u> Cab (TY + eJ-ei-ku 

( - f iC B b + CBbu>) [ei + CBbT(7 + ei) - ex - kub + kub 

kumb 

- C B b k CBb V - u m - v 

After a series of obvious cancelations in Eq. B.27 and using property B.10 such as 

-u)k — ku> + ka> = 0 one retrieves Eq. 3.66. 
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Subtracting Eq. 3.67 from Eq. 3.68 yields 

fl'-k= -CBb 'CBbT - CBbCBb'T + CBb'cDCBbT + CBbu/CBbT+ (B.28) 

CBba)CBb'T + CBb'CBbT + CBb'CBbT - CBbkCBbT - CBbkCBbT 

As before, using Eqs. B.23 through B.25 in Eq. B.28 yields 

Q' - k = - (-ncBh + cBhu>) (-acBh + cBhk - kc B b ) T (B.29) 

+ (_£CBb + CBbk - kCBb) wCBbT 

- c B b k ^ c B b T + cBb<z> (-acBh + cBhk - kc B b ) T 

+ (-HCBb + CBbk - icCBb) (-fJCBb + CBba>)T 

- (-ftCBb + CBbu;) kCBbT - CBbk (-ftCBb + CBbw)T 

After a series of obvious cancelations Eq. 3.69 is retrieved. 

B.3 Intrinsic Conservation Laws Relations 

To prove Eq. 3.86, the time differentiation of the quantity inside the integral on the left 

hand side is carried out to yield 

(VTP + nTH)* = V T P + VTP + S7TH + ftTH (B.30> 

Using the constitutive relation of Eq. 3.73 to eliminate P and H leads to 
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(VTP + nTH)# = vT (DV + gn)+vT (DV + gn)+nT (-QV + m)+nT (-QV + /si) 

(B.31) 

The quantities in Eq. B.31 are scalars and recalling that the matrices D and I are 

symmetric while the matrix Q is anti-symmetric allows one to write 

(VT£>V) = V T D V = VTDTV = V T D V 

(ctTmy = nT/n = siT/Tn = nTm (B.32) 

and 

(-STQV)1 = -nlQv = vlQn (B.33) 

Substitution of Eqs. B.33 through B.32 into Eq. B.31 and re-invoking the constitutive 

relation of Eq. 3.73 leads to 

(V T P + n T H ) # = 2 ( v T P + f2TH) (B.34) 
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C.l Cross-Sectional Properties Used in Numerical Ex­

amples 

The elastic and inertial properties of the examples used in Chapter 4 are given in Tables C.l 

through C.3. 

Table C.l: Sectional stiffness constants, sectional mass/inertia constants, and beam 
length of the Aluminum blade in [147]. 

EA(psi-in2) 
GJ(psi-in4) 

n i p e r - l e n g t h ( l b m / i n ) 

IflaP(lbm-in2) 
L0(in) 

6.678xl05 

333.396 
1.581xl(T5 

5.230xlfr9 

31.5 

EIflap(psi-in4) 
EIiead- lag (ps i - in 4 ) 

•••axial 

(lbm-in2) •••lead—lag (lbm-in2) 
Li(in) 

220.875 
556.486xl02 

1.323xl0-6 

1.318xl0-6 

6 

Table C.2: Sectional stiffness constants, sectional mass/inertia constants, and beam 
length of the Aluminum blade in [150]. 

EA(N) 
GJ(N-m2) 

Hlper—length 
(kg/m) Iflap(kg-m2) 

L0(m) 

6.359xl06 

11.096 
0.25 

6.601 xlO-8 

1 

EIflap(N-m2) 
EI,ead-iag(N-m2) 

Iaxia l (kg-m 2 ) 

I l ead- lag(kg-m 2 ) 

Mm) 

7.379 
1.206xl05 

1.079xl0-3 

1.079xl0-3 

-
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Table C.3: Sectional stiffness and actuation constants. Active beam element 
Mementation va 
Parameter 

5n[N] 
S22[N] 
^33[N] 

515[N.m] 
S24[N.m] 
S,

44[N.m2] 
555[N.m2] 
566[N.m2] 

*fJ[N] 
M2

(a)[N.m] 

tlidation example [12 
Value 

1,502594 x 107 

4.845361 x 106 

4.198040 x 106 

3.062168 x 103 

-4.248526 x 102 

1.301767 x 102 

1.277672 x 102 

5.008097 x 102 

-2.024539 x 103 

-4.843369 

C.2 Post-Processing to Obtain Rotation and Displace­

ment Parameters 

To obtain the deformation rotational matrix CBh at every blade station, the discretization 

in Fig. 4.1 is considered first. Once again, considering linear interpolation functions within 

the beam element, the midpoint twist/moments strain measures is defined as 

K 
l^rl+1 T fori (C.l) 

where the strain measures were obtained from the constitutive relation of Eq. 3.72 once 

the primary variables F and M were solved for. 

Eq. 3.21 can be then written in a discretized form as 

£ B a „ + i _ £Ban 

Ax„. 
- ( * + £)( 

£>Ba„+i _|_ £ B a n 

(C.2) 

where the rotation matrix operator CBa, which transforms a vector from the unbroken and 

undeformed frame to the deformed one, is expressed in the broken frame of the element 

using the similarity transformation CBa i-> CrlCBaCrlT 
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Rearranging Eq. C.2 yields 

£Ba„+ i 
Ax 

x3 + k+±\ */A 3x3 k + k •»Ba„ 

Axn 

(C.3) 

where knowing the boundary condition represented by CBa° will render the solution to 

Eq. C.3 established. 

Similarly, Eq. 3.4 can be written in a discretized form as 

iba„+i ^ 3 x 3 k 

Ax„ 2 
^-3x3 _ k j ^,Ban 

Axn 
(C.4) 

Using the fact that CB&n+1 = CBbn+1 • Cba»+1 one obtains the rotation matrix CBb"+1 

that is due purely to elastic deformations. 

To obtain the tip twist angle 0 due to aeroelastic loads or active actuation, the following 

factorization of the rotation operator is considered 

->Bb 
M U T ^ T (C.5) 

where CT is known as the tracking matrix [179] that represents a rotation about the b3 

axis followed by a rotation about the intermediate translational axis b2T. 

It is clear that any rotation matrix operator can be factored according to Eq. C.5 and 

the sequence in known as the aerospace sequence Z —• Y —> X. The principal axis factor 

is obviously the (?b1T operator, which represents the tip twist of interest, and is given by 

1 0 0 

CblT= 0 cos(0) sin(0) (C.6) 

0 -sin(0) cos(6>) 

The matrix CT has an explicit form where CT(2,3) = 0, which from Eq. C.5 implies that 
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"=M c t a nPm) (a7) 

where 9 is the deformation tip twist angle in radians. 

Similar procedure can be used to obtain the elastic displacement u in the undeformed, 

untwisted/uncurved, and unbroken frame. Considering the interpolating functions again 

and Eq. 3.27, one can write 

u n + 1 = un+ (ClrCBaf (7 + eOAav, - (ClrCba)T
 eiAxn (C.8) 

where knowing the boundary condition represented by u0 will render the solution to Eq. C.8 

established. 
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D.l Quasi-steady Constants of the NACA64A010 

Some of the constants used to calculate the quasi-steady coefficients in Eqs. 5.2 through 5.6 

are modified to suit the NACA64A010 according to data available in the engineering 

literature 

a = 4.8701 * ~ 
180 

aL = 0 . 1 7 4 5 * ^ (D.l) 
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Q = aa ,0 < a < ai 

Ci = 1.15 sin(2a) , a j < a < 1 6 1 

Ci = -0 .7 ,161 < a < 173 

Q = 0.10(a-180) , 1 7 3 < a < 1 8 7 (D.2) 

Q = 0.7 ,187 < a < 201 

Q = 1.15 sin(2a) , 201 < a < (360 - ah) 

Q = -a | a - 360 | , (360 - a,) < a < 360 

The drag and the moment coefficients are taken to be the same as those of NACA0012. 

D.2 Leishman and Beddoes Dynamic Stall Model Con­

stants 

The Leishman and Beddoes dynamic stall model constants are given for the NACA0012 and 

NACA64A010 airfoils in Table D.l. These constants are mildly Mach number dependent. 

Therefore, a nominal Mach number of M — 0.3 is selected for these constants throughout 

this investigation. The identical constants for the two airfoils again reflects the extensive 

availability of data for the NACA0012, which can be used to approximate those of airfoils 

in the same family. 

The angle a[ in Eq. 5.30 that is used to calculate the uncorrected trailing edge sepa­

ration point must account for an experimentally observed hysteresis effect through 

a[ =• a i - Aai (D.3) 

where 
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Table D.l: L-B dynamic stall model constants at M = 0.3. 
Parameter 

TP 

Si 

s2 
oi\ [rad] 
a2[rad] 

ACKI [rad] 

Tf 

K0 

Kt 
K2 

m 
Tv 

V 

NACA0012 
1.7 

0.0524 
0.0401 
0.2356 
0.1222 
0.0367 

3 
0.0025 
-0.135 
0.04 

2 
6 

0.95 

NACA64A010 
1.7 

0.0.524 
0.0401 
0.1745 
0.1222 
0.0367 

3 
0.0025 
-0.135 
0.04 

2 
6 

0.95 

where Ka is given by 

Aa[ 
A < * i ( l - / ) * Ka<0 

0 

Ka 
Aa 
~A1 

Ka>0 

and the point / is denned similar to / ' in Eq. 5.30 such that 

(D.4) 

(D.5) 

/ 
l - 0 . 3 e si a\< a,\ 

0.04 + 0 .66e a V j a |> «i 
(D.6) 

In this investigation, the L-B dynamic stall model has been implemented to handle 

reverse flow over the airfoil (160° < a < 200°) where the constant a2 is used instead of 

a\ along with the appropriate quasi-steady coefficients obtained from Eq. 5.2. The same 

conditions used to monitor the occurrence of dynamic stall are also used to monitor for 

flow reattachment along with the sign of the airfoil pitch rate and flow direction. 
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E.l Basic Properties of NACA 64A010 Blade Cross-

Section 

The profile of the NACA 64A010 is illustrated in Fig. E.l along with basic dimensions of 

the blade cross-section. Typical lift-curves for the airfoil at the boundaries of the Reynolds 

number regime of interest are shown in Fig. E.2. 

5 x 1<r2 m 

5x10Jni 1.5x10'2m 

Figure E.l: Cross-section of the l/12 th Froude-scale rotor based on NACA64A010. 
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Figure E.2: Lift-curves for the NACA 64A010 at two Reynolds numbers of 
interest [167]. 

E.2 Elastic and Inertial Properties of the l /12 t h Froude-

Scale Rotor Blade 

The elastic and the inertial properties of the inertial section of the blade are shown in 

Fig. E.3 and Fig E.4 respectively. These properties and and the number of elements 

shown are used in setting up the intrinsic flexible multibody dynamics model of the rotor 

system. The number of the beam elements selected were based on balancing accuracy and 

computational speed. 

The flap link has the following inertial properties 

TO = 7.15 x 1(T2 [Kg] J 

I = 4.34 x 10-2 [m] 

2.76 x 1(T5 0 0 

0 1.05 x 1(T5 0 

0 0 3.49 x 1(T5 

[Kg.m] 

Rc 1.93 x 1(T2 0 0 [m] 

(E.l) 
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Figure E.3: Elastic properties of the l/12 th Froude-Scale Rotor Blade. 
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Figure E.4: Inertial properties of the l/12 th Froude-Scale Rotor Blade. 
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The neoprene stops were modelled as linear springs with the following elastic constant 

and location vector relative to the centre of the hub 

K, neoprene 8 x 104 [N/m] i?Aap-stops 2 x 10-2 0 0 [m] (E.2) 

E.3 Engagement and Disengagement Profile of the 

l /12 t h Froude-Scale Rotor Blade 

^ 'Engagement \t) 

' 'Disengagement v^J 

^hub * 27T 

60 

— ̂ hub * 27T 

60* td 

—0.5 cos 
7T 

engage 
t +0.5 

•t + 
lsengage 

T^hub * 27T 

60 * id lsengage 

(E.3) 

(E.4) 

where Qnub is the maximum hub revolution per minute, Engage is the duration of the 

engagement in seconds, and idisengage is the duration of the disengagement in seconds. 
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F. l Predicted Time Histories of Total Tip Displace­

ment, Elastic Tip Displacement, and Flap Hinge 

Angle of Experimental Runs of Phase (I) 

The compiled time histories herein are of the simulated experimental runs in Table 7.3 and 

Table 7.4 where the already displayed cases in Chapter 7 are not repeated here. Fig. F.28 

displays a motor free-wheeling phenomenon at the end of the run that was observed in the 

—20° deck roll angle case. The phenomenon is caused by the motor shaft being unlocked 

at the end of the run, which causes the aerodynamic and gravitational loads to influence 

the hub by rotating it towards a dynamic equilibrium point. However, in the simulations, 

the rotor hub disengages where commanded and remains at its final azimuthal orientation. 
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Figure F.l: Time histories of Run 12, P10 [Simulation: dashed line, Experiment: 
solid line]. 

Figure F.2: Time histories of Run 15, P8 [Simulation: dashed line, Experiment: solid 
line]. 
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Figure F.3: Time histories of Run 15, P18 [Simulation: dashed line, Experiment: 
solid line]. 
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Figure F.4: Time histories of Run 16, P4 [Simulation: dashed line, Experiment: solid 
line]. 
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Figure F.7: Time histories of Run 17, P10 [Simulation: dashed line, Experiment: 
solid line]. 
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Figure F.8: Time histories of Run 19, P3 [Simulation: dashed line, Experiment: solid 
line]. 

358 



www.manaraa.com

Appendix F 

Run19,P17 Run 19, P17 

i 
t A M'lil Si** 

4 e 
Time [sec] 

Run 19, P17 

Timejsec] 

Run 19, P17 Run 19, P17 Run 19, P17 

= .05 If"" 

l**! 

|p^ 

e 
•S -0.05 

4 6 

Time [sec] 

V f 
Time [sec] Time [sec] 

Figure F.9: Time histories of Run 19, P17 [Simulation: dashed line, Experiment: 
solid line]. 
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Figure F.24: Time histories of Run 31, P6 [Simulation: dashed line, Experiment: 
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Figure F.25: Time histories of Run 31, P12 [Simulation: dashed line, Experiment: 
solid line]. 

367 



www.manaraa.com

era
 

e a to
 

01
 

CD
 

00
 

O
 

oo
> 

i—
 

H
3 

^
^ 

" 
C

O
 

o*
 

0 S
3 

00
 

p
- el
­ s'
 

M
 

x CD
 

CD
 

B
 

T
o

ta
l t

ip
 D

ef
le

ct
io

n
 [m

] 

b 
b 

6 

E
la

st
ic

 T
ip

 D
ef

le
ct

io
n 

[m
j 

I 
i 

1 
<°

i' "
T"

 -7
-' -

 -T
 

F
la

p
 H

in
ge

 A
ng

le
 [

de
g]

 

£
. 

T
o

ta
l T

ip
 D

ef
le

ct
io

n
 {

m
j 

50
 

c 3 

E
la

st
ic

 T
ip

 D
ef

le
ct

io
n

 [m
] 

F
la

p
 H

in
ge

 A
ng

le
 [

de
g]

 

L.
 

f*
^

" 

!'
 

*'
 



www.manaraa.com

692 

•[SUIJ pijos 
:;u9rau8dxa 'aui[ paqs-ep :uoi^nttiig] 2Jd '££ nti'gjo saijo^siq SUIIX -SZ'A a-mSi^ 

[oas] aiuu. 
9 *—4-

— — —-—--.«,,% .nil 
11»1 * (• 
in 

I AM i ! hi! 

{ill 
!ii 41! 

^fV^ V 

LV6 '££ uny Zld '££ uny 

«J_ _2 t-

v~WN'V*yi A. II » S (. I'.'J l 

M iii 

1 '•• Si 

i U in 
at 

Zld EC una 
[oas] aiuu. 
9 » 

1«i 
J'i!?iiBiin 
IBIII lllll; 
»?i i HP'! 

"ii
1

! »!!!J!;!!i|! I'M 

in M 

ij 
ipilij'iiiiiHIiiiim 
m H »^ 

»i IJ ii 
1
 'i"4! • h:i 

*
 !

 jj. 
i (9 

5
 I 

Uel '££ ""M 

[oas] atuix 
9 t_ 

k/~*" 

Ud '££ ""« ild £E ""a 

j xrprracfdy 



www.manaraa.com

Appendix G 

G.l Sample Time History of Representative 1/12 th 

Froude-Scaled Ship Motion 

Scaled ship motion degrees of freedom and their time rate of change are provided for sea 

state 4_045_25 in Figs. G.l through G.6. 

10 

Sway Velocity 
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Time [sec] 

Sway Amplitude 
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Figure G.l: Scaled sway and sway velocity of ship motion file 4_045_25. 
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10 20 30 40 SO 60 70 
Time [sec] 

Pitch Amplitude 

80 90 100 

90 100 

Figure G.2: Scaled pitch and pitch velocity of ship motion file 4_045_25. 
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Figure G.3: Scaled roll and roll velocity of ship motion file 4_045_25. 
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Figure G.4: Scaled heave and heave velocity of ship motion file 4_045_25. 
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Figure G.5: Scaled yaw and yaw velocity of ship motion file 4_045_25. 
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Surge velocity 

10 20 30 40 SO 60 
Time [sec] 

Surge Amplitude 

70 80 90 100 

— i ^ f ! § i ^ 
30 40 50 60 

Time [sec] 
70 80 90 100 

ure G.6: Scaled surge and surge velocity of ship motion file 4_045_25. 
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H.l Static Actuation 

The results of the static actuation strategy using AFCs/MFCs for all wind speeds are 

shown in Fig. H.l to Fig. H.2 
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Figure H.l: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with DC actuation of the integrated AFCs. 
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Figure H.2: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with DC actuation of the integrated AFCs. 
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Figure H.3: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with DC actuation of the integrated MFCs. 

377 



www.manaraa.com

Appendix H 

Figure H.4: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with DC actuation of the integrated MFCs. 
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H.2 Dynamic Actuation 

H.2.1 Test Temporal Points 

The value of the transitional temporal points for the 0.75f}criticai, l-5f2criticai, and 1.75£lcritiCai 

cases are given in Table. H.l to Table. H.3 

Table H.l: 0.75Qcrjticai and Critical for a set of wind speeds and a gust factor of 0.25. 
Wind Speed [kn] 

35 
45 
55 
60 

0.75ncritiCai [rad/s] 

13.98 
16.23 
18.72 
19.98 

% of ftn 

7.77 
9.02 
10.39 
11.10 

critical [s] 
3.599 
3.647 
3.697 
3.721 

H.2: 1.5Qcriticai and Critical for a set of wind 
Wind Speed [kn] 

35 
45 
55 
60 

l-5ncritiCai [rad/s] 
27.96 
32.46 
37.44 
39.96 

speeds and a 
% of nm a x 

15.53 
18.03 
20.80 
22.20 

gust factor of 
^-critical P J 

3.860 
3.931 
4.005 
4.041 

0.25. 

Table H.3: 1.75f2criticai and ĉritical for a set of wind speeds and a 
Wind Speed [kn] 

35 
45 
55 
60 

1.75ncriticai [rad/s] 
32.62 
37.87 
43.68 
46.62 

% of Qmax 

18.12 
21.04 
24.27 
25.90 

gust factor of 
^critical [SJ 

3.933 
4.011 
4.093 
4.133 

0.25. 

The results of applying the actuation strategy of Eq. 9.11 and Eq. 9.12 at f2critical for 

AFCs and MFCs actuation are shown in Fig. H.5 to Fig. H.8 

The results of examining all of the transitional temporal points for all considered wind 

speeds are shown in Fig. H.9 to Fig. H.14 
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Figure H.5: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated AFCs for ncritjca[. 
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Figure H.6: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with dynamic actuation of the integrated AFCs for ^critical-
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Figure H.7: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for ^critical-
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Figure H.8: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for ^critical-
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Figure H.9: Maximum downward and upward tip deflection of the engagement of the 
adopted IATR with dynamic actuation of the integrated MFCs for 0.5Qcriticai-
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Figure H.10: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for 0.75f2criticai-
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Figure H.l l: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for 1.25SlCriticai-
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Figure H.12: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for 1.5f2crjticai-
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Figure H.13: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for 1.75f2critjcai. 
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Figure H.14: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR with dynamic actuation of the integrated MFCs for 2.0Qcriticai. 
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H.3 Effect of Ship Mot ion 

The resulting maximum deflection response for the rotor engagement and disengagement 

for the 4_030_10 and 4_090_10 sea states coupled with the experimental and the linear 

deterministic airwake model is shown in Fig. H.15 to H.22 along with the effect of the 

dynamic actuation strategy. 

Figure H.15: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR, sea state 4_030_10, experimental airwake. 

The effectiveness of the proposed actuation strategy is further illustrated in selected 

time histories of the disengagement phase with ship motion for the experimental and the 

deterministic airwake model in Fig. H.23 to Fig. H.26 
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Figure H.16: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_030_10, experimental airwake. 

H.4 Effect of Turbulence 

The effect of the perfectly correlated turbulence for the 60 [kn] wind speed at various deck 

roll angles is shown in Fig. H.27 and Fig. H.28 

The result of applying the actuation strategy on the maximum downward/upward tip 

displacement is shown in Fig. H.29 and Fig. H.30 

Time histories of the rotor engagement phase with the perfectly correlated turbulence 

model included at the deck roll angles of -5°, 5° and wind speed of 45 [kn] with the actuation 

strategy applied are shown in Fig. H.31 and Fig. H.32 respectively. 
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Figure H.17: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR, sea state 4_090_10, experimental airwake. 
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Figure H.18: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_090_10, experimental airwake. 
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Maximum Downward Tip Deflection (%RJ 
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Figure H.19: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR, sea state 4_030_10, deterministic airwake. 
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Figure H.20: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_030_10, deterministic airwake. 
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Figure H.21: Maximum downward and upward tip deflection of the engagement of 
the adopted IATR, sea state 4_090_10, deterministic airwake. 
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Figure H.22: Maximum downward and upward tip deflection of the disengagement of 
the adopted IATR, sea state 4_090_10, deterministic airwake. 
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Figure H.23: Time history of the adopted IATR disengagement under the wind 
conditions of 50[kn], 300° WOD with 4_090_10 sea state using the experimental airwake 

model for:(a) Total tip displacement, (b) Flap hinge angle, (c) Lead-lag hinge angle, 
(d) Flap-link transverse force. 
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Figure HI.24s Time history of the adopted IATR disengagement with the actuation 
strategy employed under the wind conditions of 50[kn], 300° WOD with 4_090_10 sea 
state using the experimental airwake model for:(a) Total tip displacement, (b) Flap 

hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 
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Figure H.25: Time history of the adopted IATR disengagement under the wind 
conditions of 25[kn], 270° WOD with 4_060_10 sea state using the linear deterministic 
airwake model for:(a) Total tip displacement, (b) Flap hinge angle, (c) Lead-lag hinge 

angle, (d) Flap-link transverse force. 
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Figure H.26: Time history of the adopted IATR disengagement with the actuation 
strategy employed under the wind conditions of 25[kn], 270° WOD with 4_000_10 sea 
state using the linear deterministic airwake model for:(a) Total tip displacement, (b) 

Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse force. 
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Figure H.27: Maximum downward tip deflections for various deck roll angles when 
the perfectly correlated turbulence is considered. 
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Figure H.28: Maximum downward tip deflections for various deck roll angles when 
the perfectly correlated turbulence is considered. 

Figure H.29: Percent change in maximum downward tip deflections for various deck 
roll angles with the perfectly correlated turbulence model and the actuation strategy. 
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Figure H.30: Percent change in maximum upward tip deflections for various deck roll 
angles with the perfectly correlated turbulence model and the actuation strategy. 
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Figure H.31; Time history of the adopted IATR engagement with the actuation 
strategy employed under the wind conditions of 45[kn], beam wind, -5° deck roll angle, 

experimental airwake model with perfectly correlated turbulence for:(a) Total tip 
displacement, (b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse 

force. 
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Figure H.32: Time history of the adopted IATR engagement with the actuation 
strategy employed under the wind conditions of 45[kn], beam wind, 5° deck roll angle, 

experimental airwake model with perfectly correlated turbulence for: (a) Total tip 
displacement, (b) Flap hinge angle, (c) Lead-lag hinge angle, (d) Flap-link transverse 

force. 
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